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#### Abstract

The two-point functions of relativistic quantum field theory are discussed in the framework of distribution theory. A derivation in this framework of the Källén-Lehmann representation is given. The singularities in $x$ space are studied for the example of the $D_{P}$ function. It is in general not possible to extract a singularity with support on the light cone. It is shown however that $D_{P}$ is at best a measure in any neighborhood of the light cone. Thus Lehmann's statement that $D_{P}$ is at least as singular as the corresponding free-field function is confirmed.


## 1. INTRODUCTION

THE structure of the two-point functions in relativistic field theory has been discussed by G. Källen ${ }^{1}$ and H. Lehmann. ${ }^{2}$ Their main result is a representation of the various two-point functions (see below for their definition) in terms of the corresponding free-field functions. It is the purpose of the present paper to give a more detailed derivation of this representation in the framework of distribution theory and to discuss with its help the nature of the two point function in $x$ space, in particular on the light cone.

We consider the theory of a scalar local field $A(x)$ subjected to the well-known Wightman axioms. ${ }^{3}$ The two-point functions of this theory are defined by

$$
\begin{gather*}
D^{+}(\xi)=i\langle A(x) A(y)\rangle_{0}, \quad \xi=x-y, \\
D^{-}(\xi)=-D^{+}(-\xi), \quad D(\xi)=D^{+}(\xi)+D^{-}(\xi),  \tag{1}\\
D^{1}(\xi)=D^{+}(\xi)-D^{-}(\xi),
\end{gather*}
$$

and

$$
\begin{gathered}
D_{R}(\xi)=\theta(\xi) D(\xi), \quad D_{A}(\xi)=D_{R}(-\xi), \\
D_{P}(\xi)=\frac{1}{2}\left[D_{R}(\xi)+D_{A}(\xi)\right], \\
D_{P}(\xi)=\theta(\xi) D^{+}(\xi)-\theta(-\xi) D^{-}(\xi),
\end{gathered}
$$

[^0]where
\[

\theta(\xi)=\left\{$$
\begin{array}{lll}
1 & \text { if } & \xi^{0}>0 \\
0 & \text { if } & \xi^{0}<0
\end{array}
$$\right.
\]

The functions of the first group are called homogeneous; those of the second group inhomogeneous.
The corresponding free-field functions to mass $m$ will be denoted $\Delta^{+}\left(\xi, m^{2}\right), \Delta^{-}\left(\xi, m^{2}\right)$, etc.
In Secs. 2-4 we shall assume the existence of a nonvanishing lowest mass $\mu>0$ in the theory. The case $\mu=0$ will be discussed in Sec. 5.

## 2. THE HOMOGENEOUS FUNCTIONS

As is well known, ${ }^{3}$ the Fourier transform

$$
\begin{equation*}
\tilde{D}^{+}(p)=-i(2 \pi)^{-1} \int d^{4} p e^{i(p, \xi)} D^{+}(\xi) \tag{3}
\end{equation*}
$$

of the lowest Wightman function is a Lorentzinvariant positive tempered measure with support in

$$
V_{+}^{\mu}=\left\{p: p^{2} \geq \mu^{2}, p_{0}>0\right\} .
$$

The set of measures with these properties can be mapped, one-to-one, onto the set of one-dimensional positive tempered measures $\rho(u)$ with support in $u \geq \mu^{2}$. This mapping is defined as follows ${ }^{4,5}$ :

[^1]Let $\psi(p) \in S_{4}$, where $S_{4}$ is the space of infinitely differentiable functions of the 4 -vector $p$ with fast decrease at infinity. Then

$$
\begin{equation*}
\mathscr{\psi}(u)=\int_{V_{+}} \delta\left(p^{2}-u\right) \psi(p) d^{4} p, \quad u \geq \mu^{2} \tag{4}
\end{equation*}
$$

is in $u \geq \mu^{2}$ an infinitely differentiable function with fast decrease at infinity, and can be extended to a function in $S_{1}$.

Let $\gamma(p) \in S_{4}$ be a nonnegative function with the property

$$
\begin{equation*}
\bar{\gamma}(u) \equiv 1 \tag{5}
\end{equation*}
$$

To every function $\psi(u) \in S_{1}$ corresponds then a function $\psi(p) \in S_{4}$ :

$$
\begin{equation*}
\psi(p)=\gamma(p) \Psi\left(p^{2}\right) \tag{6}
\end{equation*}
$$

We define the mapping $\tilde{D}^{+} \rightarrow \rho$ by

$$
\begin{equation*}
(\rho, \bar{\psi}) \equiv\left(\widetilde{D}^{+}, \gamma \bar{\psi}\right) \text { for all } \psi \in S_{1} \tag{7}
\end{equation*}
$$

This definition is independent of the special choice of the arbitrary function $\gamma$. The measure $\rho$ defined by (7) is obviously positive if $\tilde{D}^{+}$is positive.

Conversely, for every positive tempered measure $\rho(u)$ in $u \geq \mu^{2}$ there exists a $\tilde{D}^{+}(p)$, defined by

$$
\begin{equation*}
\left(\widetilde{D}^{+}, \psi\right) \equiv(\rho, \not \subset) \tag{8}
\end{equation*}
$$

We write this mapping $\rho \rightarrow \widetilde{D}^{+}$symbolically:

$$
\begin{equation*}
\tilde{D}^{+}(p)=\int d u \rho(u) \theta\left(p_{o}\right) \delta\left(p^{2}-u\right) \tag{9}
\end{equation*}
$$

This is the Källen-Lehmann representation of $\tilde{D}^{+}$.
Fourier transformation of the test functions $\psi$ is defined by

$$
\phi(\xi)=(2 \pi)^{-1} \int d^{4} p \cdot e^{i(p, \xi)} \psi(p)
$$

With this definition, Eq. (4) can be transformed into

$$
\begin{equation*}
\bar{\psi}(u)=i \int d^{4} \xi \Delta^{+}(\xi, u) \phi(\xi) \tag{10}
\end{equation*}
$$

The representation (9) becomes in $\xi$ space

$$
\begin{equation*}
D^{+}(\xi)=\int d u \rho(u) \Delta^{+}(\xi, u) \tag{11}
\end{equation*}
$$

This is to be understood as

$$
\begin{equation*}
\left(D^{+}, \phi\right)=\int d u \rho(u) \int d^{4} \xi \Delta^{+}(\xi, u) \phi(\xi), \phi \in S_{4} \tag{12}
\end{equation*}
$$

The other homogeneous functions $D^{-}, D$, and $D^{1}$

[^2]can be derived from $D^{+}$by simple algebraic operations. Representations of the form (11) hold for all of them.

## 3. THE INHOMOGENEOUS FUNCTIONS

Let us consider the function

$$
\begin{equation*}
D_{R}(\xi)=\theta(\xi) D(\xi) \tag{13}
\end{equation*}
$$

The other inhomogeneous functions can be obtained from $D_{R}$ by adding suitable homogeneous functions.

In terms of distribution theory, Eq. (13) means

$$
\begin{gather*}
\left(D_{R}, \phi\right)=0 \quad \text { if } \phi(\xi) \equiv 0 \quad \text { in } \xi^{0} \geq 0  \tag{14}\\
\left(D_{R}, \phi\right)=(D, \phi) \text { if } \phi(\xi) \equiv 0 \text { in } \xi^{0} \leq 0
\end{gather*}
$$

In order to get a representation for $D_{R}$ we have to classify $\rho(u)$ with respect to its behavior at infinity: $\rho$ will be said to be of degree $N$ ( $N$ integer) if $\int d u \rho(u) u^{-n}$ exists for every integer $n>N$ but diverges for $n \leq N$.
Let $\psi \in S_{4}$ be a test function. The function $\psi^{\prime}(u)$ defined by

$$
\psi^{\prime}(u)=\int d^{4} p \frac{\psi(p)}{p^{2}-u+i \epsilon p_{0}}
$$

is then continuous and decreases for large $u$ at least as $u^{-1}$.
Thus, if $\rho$ is of degree $N \leq 0$, the integral $\int d u \rho(u) \psi^{\prime}(u)$ exists, and the expression

$$
\begin{equation*}
\widetilde{D}_{R}(p)=\int d u p(u) \frac{1}{p^{2}-u+i \epsilon p_{0}} \tag{15}
\end{equation*}
$$

which we get from (13) by treating the right-hand side as a product in the ordinary sense is a well defined distribution:

$$
\left(\tilde{D}_{R}, \psi\right)=\int d u \rho(u) \psi^{\prime}(u)
$$

In the case $N>0$, the expression (15) ceases to make sense and has to be replaced by

$$
\begin{align*}
\widetilde{D}_{R}(p)= & Q_{N}\left(p^{2}\right) \\
& \times \int d u \rho(u)\left[Q_{N}(u)\right]^{-1} \frac{1}{p^{2}-u+i \in p_{0}} \tag{16}
\end{align*}
$$

Here $Q_{N}(u)$ stands for a polynomial of $N$ th degree which assumes positive values for all $u \geq \mu^{2}$. It is easy to see that (16) complies with the requirements (14).

From (15) or (16), respectively, we get the $\xi$-space representations

$$
\begin{equation*}
D_{R}(\xi)=\int d u \rho(u) \Delta_{R}(\xi, u) \tag{17}
\end{equation*}
$$

or

$$
\begin{equation*}
D_{R}(\xi)=Q_{N}(-\square) \int d u \frac{\rho(u)}{Q_{N}(u)} \Delta_{R}(\xi, u) \tag{18}
\end{equation*}
$$

Equation (18) is to be read as
$\left(D_{R}, \phi\right)=\int d u \frac{\rho(u)}{Q_{N}(u)} \int d^{4} \xi \Delta_{R}(\xi, u)\left\{Q_{N}(-\square) \phi(\xi)\right\}$.
The freedom in the choice of $Q_{N}$ leads to the expected ambiguity ${ }^{7}$

$$
\sum_{n=0}^{N-1} c_{n} \square^{n} \delta^{4}(\xi) .
$$

Indeed, be $Q^{1}, Q^{2}$ two possible polynomials $Q_{N}$ :

$$
Q^{i}(u)=u^{N}+\sum_{n=0}^{N-1} a_{n}^{i} u^{n}
$$

The difference between the corresponding $D_{R}^{i}$ is

$$
\begin{aligned}
\tilde{\Delta}(p)= & \tilde{D}_{R}^{1}(p)-\tilde{D}_{R}^{2}(p) \\
& =\int \frac{d u}{p^{2}-u} \rho(u) \frac{Q^{1}\left(p^{2}\right) Q^{2}(u)-Q^{2}\left(p^{2}\right) Q^{1}(u)}{Q^{1}(u) Q^{2}(u)}
\end{aligned}
$$

The numerator occurring in the integrand is of the form

$$
N\left(p^{2}, u\right)=\left(p^{2}-u\right) \bar{Q}\left(p^{2}, u\right)
$$

$\bar{Q}\left(p^{2}, u\right)=\sum_{n=0}^{N-1}\left(p^{2}\right)^{n} \bar{Q}_{n}(u), \quad \bar{Q}_{n}$ of degree $\leq N-1$.
Therefore,

$$
\begin{aligned}
\tilde{\Delta}(p) & =\sum_{0}^{N-1} c_{n}(-1)^{n}\left(p^{2}\right)^{n} \\
c_{n} & =(-1)^{n} \int d u \rho(u) \frac{\bar{Q}_{n}(u)}{Q^{1}(u) Q^{2}(u)},
\end{aligned}
$$

which is of the form claimed above.

## 4. THE STRUCTURE IN $\xi$ SPACE

In this section we will examine the distribution character of the $D$ functions in $\xi$ space for the example of the $D_{P}$ function.

We start with the representation

$$
\begin{equation*}
D_{P}(\xi)=\int d u \rho(u) \Delta_{P}(\xi, u) \tag{19}
\end{equation*}
$$

or

$$
\begin{equation*}
D_{P}(\xi)=Q_{N}(-\square) \int d u \frac{\rho(u)}{Q_{N}(u)} \Delta_{P}(\xi, u) \tag{20}
\end{equation*}
$$

by introducing the explicit expression for $\Delta_{P}(\xi, u)$ :

$$
\begin{gather*}
\Delta_{P}(\xi, u)=(4 \pi)^{-1} \delta\left(\xi^{2}\right)-\theta\left(\xi^{2}\right) \frac{u}{8 \pi} \cdot J_{1}\left(u^{\frac{3}{2}} \lambda\right) / u^{\frac{1}{2}} \lambda, \\
\lambda=\left(\xi^{2}\right)^{\frac{1}{2}} . \tag{21}
\end{gather*}
$$

[^3]The function $I(t)=t^{-\frac{1}{2}} J_{1}\left(t^{\frac{t}{2}}\right)$ is an entire function of $t$ with the Taylor expansion

$$
\begin{equation*}
I(t)=\frac{1}{2} \sum_{m=0}^{\infty} \frac{(-1)^{m}}{2^{2 m} m!(m+1)!} t^{m} \tag{22}
\end{equation*}
$$

$I(t)$ decreases for $t \rightarrow \infty$ like $t^{-t}$.
According to the degree $N$ of $\rho$ we must distinguish several cases.

$$
\text { Case 1. } N \leq-2
$$

The integral (19) can be carried out by integrating the two terms in (21) separately. We obtain

$$
\begin{equation*}
D_{P}(\xi)=C \delta\left(\xi^{2}\right)-\theta\left(\xi^{2}\right) F\left(\xi^{2}\right), \tag{23}
\end{equation*}
$$

with

$$
\begin{align*}
C & =(4 \pi)^{-1} \int d u \rho(u)>0,  \tag{24}\\
F\left(\xi^{2}\right) & =(8 \pi)^{-1} \int d u \rho(u) \cdot u I\left(u \xi^{2}\right) . \tag{25}
\end{align*}
$$

$F\left(\xi^{2}\right)$ exists for all values of $\xi^{2}$ and is a bounded continuous function. Thus $D_{P}$ has a $\delta$ singularity on the light cone and is a continuous function elsewhere.This is the same behavior as that of the free-field function $\Delta_{P}$.

$$
\text { Case 2. } N=-1
$$

In this case the integral (25) diverges certainly in $\xi^{2}=0$ and may also diverge in any other point. In order to get a convergent integral, we note that

$$
\begin{equation*}
(\square+u) \Delta_{P}(\xi, u)=\delta^{4}(\xi) \tag{26}
\end{equation*}
$$

Equation (19) can therefore be written in the form
$D_{P}(\xi)=-\square \int d u \rho_{1}(u) \Delta_{P}(\xi, u)+\int d u \rho_{1}(u) \cdot \delta^{4}(\xi)$, where $\rho_{1}(u)=u^{-1} \cdot \rho(u)$ is of degree -2 .

The integral occurring here is of the type that has been considered in Case 1. Thus, making use of

$$
\square \delta\left(\xi^{2}\right)=4 \pi \delta^{4}(\xi),
$$

we obtain

$$
\begin{aligned}
& D_{P}(\xi)=-\int d u \rho_{1}(u) \cdot \delta^{1}(\xi)+\square\left[\theta\left(\xi^{2}\right) F_{1}\left(\xi^{2}\right)\right] \\
&+\int d u \rho_{1}(u) \cdot \delta^{1}(\xi)=\square\left[\theta\left(\xi^{2}\right) F_{1}\left(\xi^{2}\right)\right]
\end{aligned}
$$

with

$$
\begin{equation*}
F_{1}\left(\xi^{2}\right)=(8 \pi)^{-1} \int d u \rho_{1}(u) u I\left(u \xi^{2}\right) \tag{27}
\end{equation*}
$$

From Eq. (22) we have

$$
F_{1}(0)=(16 \pi)^{-1} \int d u \rho(u)=\frac{1}{4} C
$$

$C$ being defined by Eq. (24).
Therefore,

$$
\begin{equation*}
G_{1}\left(\xi^{2}\right)=\theta\left(\xi^{2}\right)\left[F_{1}\left(\xi^{2}\right)-\frac{1}{4} C\right] \tag{28}
\end{equation*}
$$

is a bounded continuous function with support in $\xi^{2} \geq 0$.

Since $\square \theta\left(\xi^{2}\right)=4 \delta\left(\xi^{2}\right)$, we obtain finally

$$
\begin{equation*}
D_{P}(\xi)=C \delta\left(\xi^{2}\right)+\square G_{1}\left(\xi^{2}\right) \tag{29}
\end{equation*}
$$

For the discussion of $\square G_{1}$ we use again Garding's mapping ${ }^{5}$ of invariant four-dimensional distributions on distributions in one variable only. This mapping is defined in our case (all distributions concerned being even under time reversal) by the following procedure: We introduce the space $H$ of the functions

$$
h(\tau)=h_{1}(\tau)+h_{2}(\tau) \log |\tau|
$$

where

$$
h_{1}, h_{2} \in S_{1}, \quad h_{2}(0)=0
$$

Then, if we topologize $H$ in a suitable way (see reference 5), the formula

$$
\begin{equation*}
\bar{\phi}(\tau)=\int \delta\left(\xi^{2}-\tau\right) \phi(\xi) d^{4} \xi \tag{30}
\end{equation*}
$$

defines a continuous mapping of $S_{4}$ onto $H$. The dual space of $H$ will be called $H^{\prime}$.

To every even distribution $T \in S_{4}^{\prime}$ corresponds a distribution $\bar{T} \in H^{\prime}$, defined by

$$
\begin{equation*}
(\bar{T}, \bar{\phi})=(T, \phi), \quad \bar{\phi} \in H \tag{31}
\end{equation*}
$$

(To every function $h \in H$ we can find a function $\phi \in S_{4}$ with $\bar{\phi} \equiv h$.)
We have

$$
\begin{align*}
& \overline{\square \phi}(\tau)=\Gamma \bar{\phi}(\tau), \quad \Gamma=4 \tau d^{2} / d \tau^{2},  \tag{32}\\
& \overline{\square T}=\Gamma^{\prime} \bar{T}, \quad \Gamma^{\prime}=4\left(d^{2} / d \tau^{2}\right) \cdot \tau .
\end{align*}
$$

Note that the operation $\Gamma^{\prime}$ is defined on all of $H^{\prime}$ in the usual way [i.e. by $\left(\Gamma^{\prime} \bar{T}, h\right) \equiv(\bar{T}, \Gamma h)$ ], while $(d / d r) \bar{T}$ is in general not defined since the functions $h$ are in the origin not continuously differentiable.

We will now apply this procedure to $\square G_{1}$. Since $G_{1}$ is a continuous function we have simply

$$
\overline{G_{1}}(\tau) \equiv G_{1}\left(\xi^{2}\right), \quad \tau=\xi^{2}
$$

The bar in $\overline{G_{1}}$ will be omitted in the future. We
have

$$
\overline{\square G_{1}}(\tau)=\Gamma^{\prime} G_{1}(\tau)=4 \tau \frac{d^{2}}{d \tau^{2}} G_{1}(\tau)+8 \frac{d}{d \tau} G_{1}(\tau)
$$

The two terms in this expression make sense individually in spite of the warning given above. This is so because continuous functions are defined as distributions on a much wider class of test functions than $H$, namely on integrable functions with sufficiently fast decrease at infinity.
$(d / d \tau) G_{1}(\tau)$ is a measure which does not contain a discrete part. In particular there is no term of the form $c \delta(\tau)$. Therefore $\left(d^{2} / d \tau^{2}\right) G_{1}$ does not contain any $\delta^{\prime}$ terms. Terms of the form $\delta(\tau-a)$ may be present but will show up in $\Gamma^{\prime} G_{1}$ only if a $\neq 0$. Thus the $\delta\left(\xi^{2}\right)$ singularity in (29) cannot be cancelled by the $\square G_{1}$ term, i.e. $D_{P}$ has always a $\delta$ singularity on the light cone.
$\Gamma^{\prime} G_{1}$ may be continuous away from the light cone. However, it cannot be bounded in a neighborhood of the light cone. In order to see this we consider

$$
\begin{aligned}
& \tau^{-1} G_{1}(\tau)=(8 \pi)^{-1} \theta(\tau) \\
& \times \int d u \rho_{1}(u) \cdot u^{2} \cdot(u \tau)^{-1}\{I(u \tau)-I(0)\}
\end{aligned}
$$

According to Eq. (22) the expression $(u \tau)^{-1}\{I(u \tau)-$ $I(0)$ \} converges towards a nonvanishing constant if $\tau \rightarrow 0$. Since $\int d u \rho_{1}(u) \cdot u^{2}$ diverges, $\tau^{-1} G_{1}$ cannot be bounded in a neighborhood of $\tau=0$. Therefore ( $d^{2} / d \tau^{2}$ ) $\tau G_{1}$ cannot exist and be bounded in such a neighborhood, because from this the boundedness of $\tau^{-1} G_{1}$ would follow.

Thus $\square G_{1}$ is certainly no bounded continuous function in the vicinity of the light cone though it may still be an integrable function. In general it will be, however, a distribution of second order.

Case 3. $N=0$
By using Eq. (26) twice we obtain

$$
\begin{aligned}
D_{P}(\xi)=\square^{2} & \int d u \rho_{2}(u) \Delta_{P}(\xi, u) \\
& -\int d u \rho_{2}(u) \cdot \square \delta^{4}(\xi)+\int d u \rho_{1}(u) \cdot \delta^{4}(\xi)
\end{aligned}
$$

with $\rho_{2}(u)=\rho(u) \cdot u^{-2}$ being of order -2.
We define analogously to Case 2:

$$
\begin{aligned}
F_{2}\left(\xi^{2}\right) & =(8 \pi)^{-1} \int d u \rho_{2}(u) u I\left(u \xi^{2}\right) \\
G_{2}\left(\xi^{2}\right) & =\theta\left(\xi^{2}\right)\left\{F_{2}\left(\xi^{2}\right)-F_{2}(0)\right\}
\end{aligned}
$$

$G_{2}$ is again a continuous function with support in
$\xi^{2} \geq 0$. A simple calculation yields

$$
\begin{align*}
D_{P}(\xi)= & (4 \pi)^{-1} \int d u \rho_{2}(u) \cdot \square^{2} \delta\left(\xi^{2}\right) \\
& -\int d u \rho_{2}(u) \cdot \square \delta^{4}(\xi)+\int d u \rho_{1}(u) \cdot \delta^{4}(\xi) \\
& -\square^{2}\left\{\theta\left(\xi^{2}\right) F_{2}\left(\xi^{2}\right)\right\} \\
= & \int d u \rho_{1}(u) \cdot \delta^{4}(\xi)-(16 \pi)^{-1} \\
& \times \int d u \rho_{1}(u) \cdot \square^{2} \theta\left(\xi^{2}\right)-\square^{2} G_{2}\left(\xi^{2}\right) \\
= & -\square^{2} G_{2}\left(\xi^{2}\right) \tag{33}
\end{align*}
$$

## Mapping into $H^{\prime}$ renders

$$
\bar{D}_{P}(\tau)=-\Gamma^{\prime 2} G_{2}(\tau) .
$$

It is in general impossible to extract from this form a singularity with support on the light cone. We know, however, from the discussion of Case 2, that $\Gamma^{\prime} G_{2}$ cannot be a bounded function in the vicinity of the light cone. Therefore $\Gamma^{\prime 2} G_{2}$ cannot be an integrable function in this vicinity, since from its integrability the boundedness of $\Gamma^{\prime} G_{2}$ would follow; i.e. $\bar{D}_{P}$ is on the light cone at least as singular as a measure. In general, it will of course behave worse than a measure. Away from the light cone $\bar{D}_{P}$ is, in general, a distribution of fourth order, though in special cases it may be much nicer and may even be a function in some regions.

## Case 4. $N>0$

In this case we must use the representation (18):

$$
\begin{gathered}
D_{P}(\xi)=Q_{N}(-\square) D_{P}^{\prime}(\xi), \\
D_{P}^{\prime}(\xi)=\int d u \rho(u)\left[Q_{N}(u)\right]^{-1} \Delta_{P}(\xi, u)
\end{gathered}
$$

$\rho(u) / Q_{N}(u)$ is of order 0 , i.e. $D_{P}^{\prime}$ is of the form discussed in Case 3. In $H^{\prime}$ we get

$$
\bar{D}_{P}(\tau)=Q_{N}\left(-\Gamma^{\prime}\right) \bar{D}_{P}^{\prime}(\tau)
$$

We know that $\bar{D}_{P}^{\prime}$ is at least as singular as a measure in a neighborhood of the light cone. Therefore $\bar{D}_{P}$ is in this neighborhood of higher order than that of a measure. Nothing can be said about the singularities off the light cone except that they are of order $\leq 4+2 N$.

## 5. THE CASE OF ZERO MASS

In the case $\mu=0$, the Wightman distribution $\tilde{D}^{+}(\rho)$ is an invariant positive tempered measure with support in the forward cone $V_{+}$. The fact that
the singular point $p=0$ is now contained in the support of $\widetilde{D}^{+}$requires some extra care in the discussion of the mapping $S_{4} \rightarrow S_{1}$ introduced in Sec. 2.

Let $c(p)$ be a function from $S_{4}$ with $c(0)=1$, and $\gamma(p)$ be the function $\gamma$ defined in Sec. 2. Note that $\gamma(0)=0$ as a consequence of Eq. (5).

Then we can write, for any $\psi \in S_{4}$ :

$$
\begin{aligned}
\left(\widetilde{D}^{+}, \psi\right) & =\left(\widetilde{D}^{+}, \psi_{0} c+\left(\psi-\psi_{0} c\right)\right), \quad \psi_{0}=\psi(0) \\
& =\psi_{0}\left(\tilde{D}^{+}, c\right)+\left(\tilde{D}^{+}, \gamma\left(\psi-\psi_{0} c\right)\right. \\
& =\psi_{0}\left(\tilde{D}_{+}, c-\gamma \bar{c}\right)+\left(\tilde{D}^{+}, \gamma \bar{\psi}\right),
\end{aligned}
$$

where again ( $\tilde{D}^{+}, \gamma \bar{\psi}$ ) is independent of the special choice of $\gamma$ and therefore $\alpha=\left(\widetilde{D}^{+}, c-\gamma \bar{c}\right)$ is independent of $\gamma$ as well as $c$.

We get thus the representation

$$
\tilde{D}^{+}(p)=\alpha \delta^{4}(p)+\int d u \rho(u) \theta\left(p_{0}\right) \delta\left(p^{2}-u\right)
$$

where $\rho$ is defined as in Eq. (7).
The $\delta$ term is obviously the contribution coming from the vacuum as an intermediate state and will be assumed to vanish. The second term in the representation (33) is exactly of the form (9) and can be treated in the same way. Thus the representations (11), (17), (18) still hold.

Since $\rho / u$ is no longer defined, we must slightly change the arguments used in Sec. 4.

The degree of $\rho$ is to be defined with the help of the integrals $\int d u \rho(u)\left(u+a^{2}\right)^{-n}, a \neq 0$. The degree $N$ obviously does not depend on the value of $a$. In the case $\mu>0$, this definition is equivalent to the one given in Sec. 3. In the discussion of Cases 2 and 3 we must replace Eq. (26) by

$$
\left(\square+u+a^{2}\right) \Delta_{P}(\xi, u)=\delta^{4}(\xi)+a^{2} \Delta_{P}(\xi, u) .
$$

From this we get, in Case 2,

$$
\begin{aligned}
D_{P}(\xi)= & a^{2} \int d u \rho_{1}(u) \Delta_{P}(\xi, u) \\
- & \square \int d u \rho_{1}(u) \Delta_{P}(\xi, u)+\int d u \rho_{1}(u) \cdot \delta^{4}(\xi) \\
& \rho_{1}(u)=\rho(u)\left(u+a^{2}\right)^{-1} .
\end{aligned}
$$

The first term is of the form treated in case 1, the second in the form treated in case 2 . The result of the discussion is

$$
\begin{align*}
D_{P}(\xi)=(4 \pi)^{-1} \int & d u \rho(u) \cdot \delta\left(\xi^{2}\right) \\
& -a^{2} \theta\left(\xi^{2}\right) F_{1}\left(\xi^{2}\right)+\square G_{1}\left(\xi^{2}\right) \tag{34}
\end{align*}
$$

with

$$
\begin{gathered}
F_{1}\left(\xi^{2}\right)=\int d u \rho_{1}(u) u I\left(u \xi^{2}\right), \\
G_{1}\left(\xi^{2}\right)=\theta\left(\xi^{2}\right)\left\{F_{1}\left(\xi^{2}\right)-F_{1}(0)\right\} .
\end{gathered}
$$

$F_{1}$ and $G_{1}$ are again continuous functions.
$D_{P}(\xi)$ has therefore exactly the same structure as
in the case of nonvanishing $\mu$. The same holds also in Case 3, and therefore in Case 4.
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[^5]determined, up to equivalence, all symmetry groups which are connected. We also found the possible neutral components (i.e. the connected components of the respective identities) for nonconnected groups. However, it appears that a further investigation of the nonconnected groups would be tedious, and of little significance. We therefore did not pursue this subject further. On the other hand, we discuss some properties of the symmetry groups, such as inclusion relations, and we show, furthermore, some of the physical consequences of the symmetry groups.

This study, we feel, serves a twofold purpose; first, it helps to correlate the previous studies on global symmetry, and extends slightly the results formerly obtained; second, it shows how a problem in interaction symmetry can be approached in a systematic way. We note that our methods could still be used, at least in principle, if the assumptions which we adopt should be modified. However, one should not forget that the relevance of global symmetry, such as considered here, to any higher symmetries which may be realized in nature, is as yet a poorly understood matter. We shall not try, therefore, to correlate our results with the current experimental situation. Only in Sec. 8 will there be a short discussion of these questions.

Our methods depend primarily on the classification of simple Lie groups and on the construction of
their representations. These mathematical problems were solved by Killing, Cartan, and Weyl. ${ }^{2,3}$ A few other standard theorems were also used. However, we did not need to solve any involved grouptheoretic problems ourselves.

A brief summary of our paper follows.
In Sec. 2 we discuss various approaches to global symmetry, especially the approach of Lee and Yang, ${ }^{1}$ which we adopt. We also discuss there the ramifications of this approach. The physical assumptions, which are the basis of our work, are summarized in Sec. 3, and we define there various kinds of global symmetry groups. In Sec. 4 we outline the mathematical approach, and list the groups which are candidates for global symmetry groups. In Sec. 5 we present our catalogue of global symmetry groups, and relate our results with the previous studies of global symmetry.

The next two sections illustrate the significance of the different global symmetry groups. This significance is brought out by showing how the symmetries should be extended to the antibaryons and to the mesons (Sec. 6), and by a discussion of the consequences of the symmetry groups (Sec. 7). Finally, in Sec. 8 we make a few observations on the possible relevance of our investigation to experimental tests, and to further theoretical developments.

The appendices deal with mathematical details. In Appendices A and B we summarize various properties of Lie groups and of their representations, respectively. Appendix C contains a discussion of nonconnected groups, and Appendix D contains the proofs of inclusion relations among the groups. We aimed to make the text intelligible without a study of Appendices C and D, but, we should emphasize, this does not apply to Appendices A and B. Much of the material in these two appendices is prerequisite to the text.

## 2. THE CONCEPT OF GLOBAL SYMMETRY

In this section we discuss and compare some of the approaches which have been introduced in dealing with global symmetry, and in particular, the approach of Lee and Yang. ${ }^{1}$

To illustrate one possible approach, let us consider a scheme which was suggested some time ago by Gell-Mann. ${ }^{4}$ This scheme is based on Yukawa couplings, and the equality of some of the coupling

[^6]constants is postulated. This approach was also used in other works. It has a drawback in that it is not always easy to see the group structure, or the consequences, of a scheme constructed in this manner. However, there is also an advantage, since this approach restricts our considerations to the observed particles. This is in contrast to some of the other approaches, which may require the introduction of hypothetical particles.

Some of the schemes were constructed in close analogy with the $I$-spin. One assumed a group larger than the $I$-spin, and the baryons and the mesons are assigned into supermultiplets which are associated with the irreducible representations of this group. One can then try to find some exact or approximate consequences of the assumed group structure. Ultimately one would hope to derive this structure from a deeper fundament, as is the case with the $I$-spin. The group $\mathrm{SO}_{4}$ in particular has been used for a number of schemes; see e.g. the work of Pais. ${ }^{5}$

The approach of Lee and Yang, which is also the basis of this work, can be considered as the opposite to the one we just described. Lee and Yang take as the starting point, the representation associated with the eight (long-lived) baryons, rather than the underlying, or abstract, group. A global symmetry group then appears as a linear group, of matrices, which acts on the octet of the baryons and also satisfies certain requirements. This approach is basically phenomenological, and is perhaps an appropriate one to take, since we have no real understanding of the origin of symmetries. (The assumption of an octet of baryons is quite incidental to this approach; see also below.)
The most essential requirement which will be imposed on these linear groups is that they contain the $I$-spin group and the strangeness group as subgroups. Explicitly, we require that the following set of matrices, taken with respect to the indicated basis, be included:

$$
\left[\begin{array}{llll}
S U_{2} e^{-2 i \phi} & &  \tag{2.1}\\
& \left(\begin{array}{lll}
R\left(S O_{3}\right) R^{-1} & \\
& 1
\end{array}\right) \\
& & & \\
& & & \\
&
\end{array}\right]\left(\begin{array}{c}
\Xi \\
\Sigma \\
\Lambda \\
N
\end{array}\right]
$$

The elements of $\mathrm{SO}_{3}$ are to be related to those of $S U_{2}$ in the usual way, and $R$ is a suitably chosen fixed matrix. One may also say: The linear group must reduce in the indicated way if all parameters

[^7]except four are kept fixed at zero (provided they are suitably chosen). We shall discuss the requirements more fully in Sec. 3. The groups satisfying these requirements will be called global symmetry groups, or simply, global symmetries.

We will now make a few comments which should clarify our approach.
(1) One has to assume that some or all of the mass differences, depending on the supermultiplet structure, can be neglected. The assumption is of course crucial in all of the group-theoretic approaches attempted so far, and is their fundamental weakness.
(2) Given any scheme, one should be able to extend it to the antibaryons and to the mesons, and to derive some experimental consequences. As we shall see in the sequel, this does not lead to any difficulties. In particular, we shall assume that the mesons have the symmetries of baryon-antibaryon systems. The possible meson schemes are then determined. Moreover, the partition of meson supermultiplets into isomultiplets is likewise determined. It is the foregoing assumption, we may note, which makes the baryons rather than the mesons more convenient for the starting point. If we had started with schemes for the mesons, then the extensions to the baryons and the antibaryons would be more involved.
(3) Our program presupposes eight fundamental baryonic fields. This may be considered arbitrary, but an assumption of this kind has to be made in order to get concrete results and to understand the methods. Should this assumption prove unsatisfactory, the program could be suitably modified. But we ought to point out that we cannot rely very strongly on the current experimental situation. In the first place, many speculations have been made concerning the possible experimental effects of unstable particles. ${ }^{8}$ Furthermore, some of our schemes lead to more mesons than the seven familiar ones, and one is forced to consider the additional mesons as short-lived. We also note that the possibility of having more than eight baryons has likewise been suggested, ${ }^{7}$ and many corresponding schemes have been considered. ${ }^{8}$
(4) We have emphasized that in our approach we start with the representations rather than with the underlying groups. The distinction between these becomes particularly relevant in discussing some of the experimental consequences, and also when dis-

[^8]cussing the mesons, since then we have to deal with inequivalent representations of an underlying group. It is due to this circumstance that, even though we start with a representation, the underlying group nevertheless will play a major role in our investigation, and will yield some useful insights into the significance of the (linear) global symmetry group.
(5) Finally, we mention the possibility of correlating the observed conservation laws (i.e. of $I$ spin and of strangeness) with discrete groups. ${ }^{9}$ We note here that if we were to base our analysis on such discrete groups, rather than on the usual continuous groups, then a systematic study of the possible global symmetries apparently would be much more difficult. We shall not consider this matter further.

## 3. SUMMARY OF THE ASSUMPTIONS

We will now summarize the assumptions, or requirements, which form the basis of our work. We will also introduce a few definitions. (We note that our requirements differ from those of Lee and Yang ${ }^{1}$ in a few minor respects.)
(1) We require that a global symmetry group contain as subgroups the $I$-spin group and the strangeness group, in the sense explained in Sec. 2.

However, our formulation of the requirement, that the strangeness group be included, will be modified sometimes for mathematical convenience. In order to deal with unimodular matrices we shall replace strangeness by hypercharge, or by a modified hypercharge ( $Y^{\prime}=Y+\alpha N$ ); see Sec. 4 for details.

We shall refer to the strangeness group, to the hypercharge gauge group, and to the modified hypercharge gauge groups, as the strangeness-like groups.
(2) We shall assume that a global symmetry group is a compact Lie group, and that it is a subgroup of the group $U_{8}$ of $8 \times 8$ unitary matrices.

This restriction ensures that the requirement of conservation of probability is fulfilled, and also excludes certain rather artificial examples; see for instance the examples given by Pontriagin. ${ }^{10}$ However, schemes have also been constructed on the basis of noncompact groups; see the example of Higgs, ${ }^{11}$ who found it necessary to introduce indefinite metric into the theory. We shall not consider such schemes further.

We remark that this assumption can be derived

[^9]from somewhat weaker premises, since unitarity and compactness are closely related. But we shall not elaborate here.
(3) A global symmetry group is a linear group, or a representation, and therefore we may speak of reducible and of irreducible global symmetry groups, depending on whether the four isomultiplets form one octet, or two or three supermultiplets.

We shall also consider symmetry groups which relate only to some of the baryons. These will be called partial global symmetry groups. We shall assume for a partial global symmetry group the requirements which are analogous to those numbered 1 and 2 . In particular, the $I$-spin and the strangeness groups will be assumed to act on the relevant baryons only. The remaining baryons can be simply ignored, or, one cay say, can be thought of as having quantum numbers zero.
The partial global symmetries will be very helpful to us in finding the global symmetries, both the reducible and the irreducible ones. The partial global symmetries may also be of interest in themselves. However, this latter point of view leads to questions as, e.g., how should the $I$-spin be interpreted. We shall not pursue this point of view further, but we shall look at these partial symmetries only as useful constructs. For brevity we consider only those partial global symmetries which are irreducible.
(4) We shall say that a symmetry group is minimal, if it does not have any (proper) subgroups which define the same supermultiplet structure.

In other words, a global, or a partial global symmetry group is minimal if it does not contain as subgroups any other symmetries which reduce into the same number (and not a larger number) of blocks.

For brevity, our discussion of the nonconnected symmetry groups will be confined largely to the minimal ones, but the connected groups will be discussed fully. (We should note, however, that our understanding of the minimal nonconnected groups is likewise incomplete, and the previous remarks still apply.)
(5) In our approach, a symmetry group is a linear group, and the following question arises: Given two equivalent symmetry groups, do they have the same physical content? We proceed on the assumption that they do. (See also Sec. 7.) However, we do not attempt to define physical content precisely, and so cannot answer the question in definite terms.
(6) We now consider the assumptions which will be used in order to extend the global symmetries to the antibaryons and to the mesons. We refer here to the underlying group $\mathcal{G}$ rather than to a
specific representation, since in general more than one representation of $\mathcal{G}$ will be involved.
To extend a symmetry to the antibaryons, we shall assume that a system consisting of a baryon and of the corresponding antibaryon is invariant under the action of 9 . Similarly, we shall assume that there is a system which consists of a baryon, an antibaryon, and a meson, and which is invariant under $g$. We note that this last condition is fulfilled if we have a Yukawa Lagrangian invariant under $\mathcal{G}$, but our assumption is more general.

Let us now formulate the foregoing assumptions concisely. Let $D_{B}, D_{E}$, and $D_{M}$ denote the representations which are to be associated with the baryons, the antibaryons, and the mesons, respectively; and let $D^{E}$ denote the identity representation [ $\left.D^{E}(g) \equiv 1\right]$. We recall that, if we are given two particles described by vectors $v_{1}$ and $v_{2}$, then the system which consists of these two particles is described by the tensor product $v_{1} \otimes v_{2}$. Further, the action of a group on a tensor product is given by the Kronecker product representation. Our assumptions now require that

$$
\begin{gather*}
D_{B} \otimes D_{\bar{B}} \supseteq D^{E},  \tag{3.1a}\\
D_{B} \otimes D_{\bar{B}} \otimes D_{M} \supseteq D^{E} . \tag{3.1b}
\end{gather*}
$$

The requirement (3.1a) as stated is sufficient for irreducible symmetries. Otherwise we must assume such a relation for each supermultiplet of the baryons.
Interacting systems can be discussed without introducing any special assumptions. It is only necessary to interpret group invariance as the invariance of $n$-particle amplitudes (which behave like tensors) with respect to the action of the group. This is done in Sec. 7.

The preceding discussion was given in general terms, since we wanted to avoid any particular fieldtheoretic framework. However, if we accept the framework of conventional field theory, then we can be more specific. In this case we are interested in the invariance under $\mathcal{G}$ of the following functions:

$$
\begin{equation*}
\left\langle T\left(\bar{\psi}_{a} \psi_{a}\right)\right\rangle_{0}, \quad\left\langle T\left(\bar{\psi}_{a} \psi_{b} \varphi_{c}\right)\right\rangle_{0}, \quad\left\langle T\left(\psi_{a} \bar{\psi}_{b} \psi_{c} \psi_{d}\right)\right\rangle_{0}, \tag{3.2}
\end{equation*}
$$

and the foregoing discussion applies. See also the article of Behrends et al. ${ }^{8}$ The last expression in (3.2) refers to baryon-baryon and baryon-antibaryon scattering, as typical of interacting systems.

## 4. ENUMERATION OF LINEAR GROUPS

In the last section we formulated the mathematical problem of determining the linear groups, or repre-

Table I (a). Representations of noncommutative simple Lie groups and algebras, of degree 8 or less, arranged according to the rank.

| Rank | Degree |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 2 | 3 | 4 | 5 | 6 | 7 | 8 |
| 1 | $A_{1}^{2}$ | $A_{1}^{3}$ | $A_{1}^{4}$ | $A_{1}^{6}$ | $A_{1}^{6}$ | $A_{1}^{7}$ | $A_{1}^{8}$ |
| 2 |  | ${ }^{(2)} A_{2}^{3}$ | $B_{2}^{\text {Spin }}$ | $B_{2}^{*}$ | $A_{2}^{6}$ | $G_{2}^{7}$ | $A_{2}^{8}$ |
| 3 |  |  | ${ }^{(2)} A_{2}^{4}$ |  | $\int D_{8}^{\text {v }}$ | $B_{1}^{v}$ | $B_{8}^{\text {Spin }}$ |
|  |  |  |  |  | $1 C_{3}^{6}$ |  |  |
| 4 |  |  |  | ${ }^{(2)} A_{4}^{5}$ |  |  | $\left\{\begin{array}{l}D_{4}^{p} \cdot \operatorname{SDid}(2) \\ C_{4}^{8}\end{array}\right.$ |
| 5 |  |  |  |  | ${ }^{(2)} A_{5}^{6}$ |  |  |
| 6 |  |  |  |  |  | ${ }^{(2)} A^{7}$ |  |
| 7 |  |  |  |  |  |  | ${ }^{(2)} A_{7}^{8}$ |

sentations, which are of degree 8 or less, and which satisfy certain requirements. We will now enumerate the linear groups as candidates for global symmetries, but a detailed discussion of the inclusions is postponed to the next section. Likewise, the mathematical details are to a large extent removed to the appendices.

The way which we found the most convenient to approach the problem at hand, i.e. the enumeration of linear groups, is the following: We first enumerate the simple compact Lie groups and their representations. Then we construct the Kronecker products of these representations; the resulting groups are semisimple. This exhausts the connected irreducible linear groups, up to a phase (see below). Out of these irreducible groups, we construct the reducible groups, and then the nonconnected ones.

It may seem that we are making a detour by bringing the abstract Lie groups into the picture, but this seems to be the only feasible approach. Moreover, the underlying group forms an integral part of the theory, and this detour will prove later to be very convenient.

Before we go further, let us observe that a symmetry group as defined above is the Kronecker product of the circle group ( $e^{-i{ }^{-i \phi}}$ ) and of a group of unimodular matrices. (This decomposition was implied in Sec. 3.) In the case of a global symmetry, this corresponds to writing the strangeness $S$ as

$$
\begin{equation*}
S=(-N)+(S+N) \tag{4.1}
\end{equation*}
$$

Here $N$ is the baryonic charge. We see that, in the group of unimodular matrices, the strangeness group is in effect replaced by the hypercharge gauge group. Clearly, it is sufficient to examine only the groups of unimodular matrices, since the circle group can
be adjoined whenever it is needed or desired. The circle group corresponds to the term ( -N ) in Eq. (4.1), and is of no consequence if just the octet of the baryons is considered.

In case of partial global symmetries an analogous argument applies, but we may have to use a modified hypercharge. E.g., for the system $N-\Lambda-\Sigma$ we have to use $S+\frac{2}{3} N$, rather than $S+N$. We also see that special care is needed with the hypercharge when two partial symmetries are combined to form a global symmetry. It is with the hope of avoiding confusion here that we formulated our problem in terms of strangeness rather than hypercharge.

In our tables of representations and symmetries we shall give only the unimodular groups, since a circle group can always be adjoined trivially.

We now proceed to enumerate the compact Lie groups which consist of unimodular matrices. We start with the irreducible representations of the simple noncommutative groups. These (abstract) groups are given by the Cartan-Killing classification, ${ }^{2}$ which is summarized in Appendix A. The irreducible representations of these groups have been constructed by Weyl. ${ }^{3}$ (See also the Appendix to the work of Dynkin. ${ }^{12}$ ) In particular, there is a simple formula for the degree of a representation. We shall not try to explain the results or the methods of Weyl in this paper, but we merely list the irreducible representations of simple groups and of degree 8 or less in Tables I(a) and (b).

We should make a few comments concerning these tables. In Table I(a) we refer to the rank of a group. The rank is the dimension of a maximal abelian subgroup, and determines how many conserved quantum numbers are implied. (See Sec. 7.) Next, for each of the rotation groups, except for $\mathrm{SO}_{4}$ which is not simple, there are listed one vector and one or two spinor representations. The group $S U_{2}$ has an irreducible representation of every degree, as is well known. The group $S U_{3}$ is the only other group for which are listed representations of more than one degree: two of degree 3 , two of degree 6 , and one of degree 8 . For the unitary unimodular groups $S U_{n}$, most of the representations occur in complex conjugate pairs if $n \geq 3$.

The group $\mathrm{SO}_{8}$ has three inequivalent irreducible representations of degree 8 . One can construct them so that they will involve the same matrices, and we shall call the representations analogous, for lack of a better term. These representations are not merely isomorphic, as any two representations of a simple

[^10]Table I(b). This table describes the types of the representations of Table I(a). The superscript as in $A_{2}^{8}$ or in $B_{8}^{\text {spin }}$ shows the degree or the type of representation. The superscript (2) in ${ }^{(2)} A_{n}^{k}$ indicates that there are two inequivalent representations of the given degree, one the complex conjugate of the other.

| 2 | 3 | 4 | Degree 5 | 6 | 7 | 8 | Type of associated linear groups |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $A_{1}^{2}$ | ${ }^{(2)} A_{2}^{3}$ | (2) $A_{3}^{4}$ | ${ }^{(2)} A_{4}^{5}$ | ${ }^{(2)} A_{5}^{6}$ | ${ }^{(2)} A_{0}^{7}$ | ${ }^{(2)} A_{7}^{8}$ | unitary unimodular |
| [ $A_{1}^{2}$ ] | $A_{1}^{3}$ | $A_{1}^{4}$ | $A_{1}^{5}$ | $A_{1}^{6}$ | $A_{1}$ | $A_{1}^{8}$ | $\begin{aligned} & \text { representations of } \mathrm{SU}_{\mathbf{2}} \\ & \text { (and of } \mathrm{SO}_{3} \text { ) } \end{aligned}$ |
|  | ${ }^{\left[{ }^{(2)} A_{2}^{3}\right]}$ |  |  | ${ }^{(2)} A_{2}^{6}$ |  | $A_{2}^{8}$ | representations of $\mathrm{SU}_{3}$ |
|  | $\left[B_{1}^{v} \simeq A_{1}^{3}\right]$ | a | $B_{2}^{v}$ | $\left[D_{3}^{v} \simeq A_{3}^{\text {e }}\right]$ | $B_{3}^{*}$ | $D_{4}^{v}{ }^{\text {b }}$ | proper orthogonal (or, vector representations) |
| $\left[B_{1}^{\text {Spin }} \simeq A_{1}^{2}\right]$ |  | $B_{2}^{\text {Spin }}$ |  |  |  | $B_{3}^{\text {Spin }}$ | spinor (for $B_{n}$ ) |
|  |  | ${ }^{(2)}\left[D_{3}^{\text {Spin }} \simeq A_{3}^{\text {a }}\right]$ |  |  |  | $D_{4}^{\text {Spin })^{\text {2 }} \text { b }}$ | semispinor (for $D_{n}$ ) |
| $\left[C_{1}^{2} \simeq A_{1}^{2}\right]$ |  | $\left[C_{2}^{4} \simeq B_{2}^{\text {Suin }}\right]$ |  | $C_{3}^{6}$ |  | $C_{4}^{8}$ | symplectic |
|  |  |  |  |  | $G_{2}^{7}$ |  | automorphism group of octonions |

- The group $\mathrm{SO}_{4}$ is not simple; see Table II.
${ }^{\text {b }}$ The group $D_{4}$ has three inequivalent but analogous representations of degree 8: tha vector representation and two spinor representations. (The latter two are not complex conjugates.)

Lie group are isomorphic (at least locally). This situation in fact resembles that of the complex conjugate representations ${ }^{(2)} A_{n}^{k}$, where the two representations clearly have analogous properties. We shall therefore select only one of such analogous representations to be a candidate for a symmetry group. The chosen representations will be denoted simply by $A_{n}^{k}$ in case of $S U_{n+1}$, and by $D_{4}^{8}$ in case of $\mathrm{SO}_{8}$.

We next determine the linear groups which are irreducible, connected, and compact, and which consist of unimodular matrices. The basic tool here is the following lemma, which we establish in Appendices A and B.

Lemma 4.1. Every linear Lie group $G$ which is irreducible, connected, and compact, and which consists of unimodular matrices, is the Kronecker product of irreducible representations of simple (therefore connected), compact, noncommutative Lie groups.

We can now use Tables $I(a)$ and (b) to construct the linear groups in question. These groups are given in Table II. We note that the factor representations have to refer to different groups (which may be isomorphic), since otherwise the representation would reduce.

Ordinarily we shall use primes to denote groups which are isomorphic but independent, as e.g. $S U_{2}$ and $S U_{2}^{\prime}$.

Let us now turn to the connected reducible groups of unimodular matrices. Such a group is necessarily
of the form

$$
R\left(\begin{array}{llll}
H &  \tag{4.2}\\
& \\
&
\end{array}\right] R^{-1}, \quad \text { or } \quad R\left(\begin{array}{lll}
H & & \\
& I & \\
& & J
\end{array}\right) R^{-1}
$$

where $H, I$, and $J$ are irreducible, but not necessarily unimodular, and where $R$ is a constant matrix. In other words, such a group might reduce with respect to some basis other than the usual one. The elements of one block, $H, I$, or $J$, may not vary independently of the elements of another block. The structure of such matrix groups is clarified by the following two lemmas (proved in Appendix B).

Lemma 4.2. Write each block as the Kronecker product of simple linear groups: $l_{i}^{H}$, etc. If two of these factors, say $l_{i}^{H}$ and $l_{k}^{I}$, are locally isomorphic, then there are two possibilities: The respective matrices may de-

Table II. Kronecker product groups. Primes indicate that the elements in the component groups vary independently. The group $A_{1}^{2} \otimes\left(A_{1}^{\prime}\right)^{2}$ is equivalent to $S_{4}$.

|  | Degree |  |  |
| :--- | :---: | :---: | :---: |
| Rank | 4 | 6 |  |

Table III. Possibilities for the neutral components of irreducible nonconnected groups, for the case where this component breaks into two blocks. The group $G^{*}$ is the complex conjugate representation to $G$. (Therefore the elements of the two groups are not independent.) The factors $e^{ \pm i \alpha}$ are indicated if they are needed to make the blocks inequivalent.

Form of the neutral component

pend on the same or on an independent set of parameters. (In the first case the matrices represent elements of the same underlying group. In the second case we say that the matrices vary independently.) If two factors are not locally isomorphic, then their elements vary independently.

Lemma 4.3. Let a linear group $G$ be given in one of the two forms of (4.2), and let $G$ include the I-spin group and one of the strangenesslike groups as subgroups. Then $G$ is equivalent to a group which reduces with respect to the usual basis ( $p, n, \cdots$, $\Xi^{-}$), and which also fulfills the inclusion requirements.

Lemma 4.2 follows from the fact that we are dealing with simple groups. Lemma 4.3 is an easy consequence of the inequivalence of the blocks in (2.1). To appreciate this lemma, note the following. If we were to ignore strangeness, then we could construct symmetry groups which would define, e.g., two supermultiplets $N^{\prime}-\Lambda-\Sigma$ and $\Xi^{\prime}$, where $N^{\prime}$ and $\Xi^{\prime}$ are linear combinations of $N$ and $\Xi$. Lemma 4.3 states that this is no longer possible if strangeness is taken into account.

For brevity we shall not enumerate here the reducible groups. However, examples are given elsewhere in this section, and in the next.

Finally we come to the nonconnected groups. As we mentioned before, we are able to be systematic only with regard to their neutral components. We present a detailed discussion of the nonconnected groups in Appendix C, and we reach there the following conclusion: The neutral component $H_{0}$ can include the $I$-spin group as a subgroup only if $H_{0}$ reduces to at most two blocks. If $H_{0}$ reduces to two blocks, then they must be of the same degree and
must contain the same elements, up to equivalence, but they must not define equivalent representations of $H_{0}$. The foregoing discussion of the connected reducible groups can be applied here, and the possible forms of unimodular groups $H_{0}$ which reduce into two blocks are shown in Table III. On the other hand, if $H_{0}$ is irreducible, then the possible forms of $H_{0}$ are already known to us.

If $H_{0}$ has two components, then we shall assume for definiteness that the nonconnected group is generated by $H_{0}$ and by the matrix

$$
R_{2 n}=\left[\begin{array}{cc}
0 & (-1)^{n} E_{n}  \tag{4.3}\\
E_{n} & 0
\end{array}\right]
$$

(Such an element sometimes has been improperly called a discrete element.) The factor ( -1$)^{n}$ gives the following features: If $n=2$, then we shall obtain for a partial global symmetry a group which is equivalent to $S U_{2} \otimes O_{2}^{ \pm}$. For $n=3$, we preserve the unimodularity in the nonconnected group. If $n=4$, then we shall obtain the global symmetry group $G_{0}$ introduced by Lee and Yang. ${ }^{1}$

We also mention the possibility of generating nonconnected groups by a group $H_{0}$ of unimodular matrices and by a scalar matrix ( $e^{2 \pi i / k}$ where $k$ is integral). This is an example of a reducible group, in which one or more components may be nonconnected. Other groups of this category are possible, and examples will be given in the next section. The construction of such groups presents no new difficulties. In particular, Lemma 4.2 can be easily adapted to nonconnected groups.

## 5. GLOBAL AND PARTIAL GLOBAL SYMMETRIES

In this section we will state which groups fulfill the requirements for a global or for a partial global symmetry, which requirements were formulated in Secs. 2 and 3. We also discuss the inclusions among the symmetry groups.
The proofs concerning the inclusion of $I$-spin and of a strangeness-like group, and the proofs of other inclusion relations, are removed to Appendix D. On the other hand, the requirement that a symmetry group be unitary does not lead to complications, as the following lemma shows.
Lemma 5.1. Let a compact linear group contain the

Table IV. The inclusion of the $I$-spin group and of the hypercharge gauge group (perhaps modified) in the representations of Tables $I(a)$ and (b).

| Degree and linear group |  | Particles | $I$-spin | Inclusion of $Y$ or $Y^{\prime}$ | both |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\begin{aligned} & \operatorname{deg} .2 \\ & \operatorname{deg} .3 \end{aligned}$ | $A_{1}^{2}$ | $N ; \Xi$ | yes |  |  |
|  | $A_{1}^{3}$ | $\Sigma$ | yes |  |  |
|  | $A_{2}^{3}$ |  | yes |  |  |
| deg. 3 | $A_{1}^{3}$ | $\left\{N_{\text {a }}\right.$ | no | no | no |
|  | $A_{2}^{3}$ |  | yes | yes | yes |
| deg. 4 | $A_{1}^{4}$ | $\Sigma \mathbf{\Sigma}$ | no |  |  |
|  | $B_{2}^{\text {Soin }}$ |  | no |  |  |
|  | $A_{3}^{4}$ |  | yes |  |  |
| deg. 4 | $A_{1}^{4}$ | $N E$ | no | no | no |
|  | $B_{2}^{\text {Spin }}$ |  | yes | yes | yes |
|  | $A_{8}^{4}$ |  | yes | yes | yes |
| deg. 5 | $A_{1}^{5}$ | $\{N \Sigma$ | no | no | no |
|  | $B_{2}^{v}$ | $\{\Xi \Sigma$ | no | no | no |
|  | $A_{4}^{5}$ |  | yes | yes | yes |
| deg. 5 | $A_{1}^{\text {b }}$ | $N A 马$ | no | no | no |
|  | $B_{2}^{\text {v }}$ |  | yes | yes | yes |
|  | $A_{4}^{5}$ |  | yes | yes | yes |
| deg. 6 | $A_{1}^{6}$ | $\{N \boldsymbol{N S}$ | no | no | no |
|  | $A_{2}^{6}$ | $\{\Xi \Lambda \Sigma$ | yes | no | no |
|  | $D_{8}^{\text {\% }}$ |  | no | no | no |
|  | $C_{3}^{6}$ |  | no | no | no |
|  | $A_{5}^{6}$ |  | yes | yes | yes |
| deg. 7 | $A_{1}^{7}$ | $N \mathrm{E}$ E | no | no | no |
|  | $G_{2}^{7}$ |  | yes | yes | yes |
|  | $B_{3}^{*}$ |  | yes | yes | yes |
|  | $A^{7}{ }_{6}$ |  | yes | yes | yes |
| deg. 8 | $A_{1}^{8}$ | NAIE | no | no | no |
|  | $A_{2}^{8}$ |  | yes | yes | yes |
|  | $B_{3}^{\text {Spin }}$ |  | yes | yes | yes |
|  | $D_{4}^{88}$ |  | yes | yes | yes |
|  | $C_{4}^{8}$ |  | no | yes | no |
|  | $A_{7}^{8}$ |  | yes | yes | yes |

Table V. The inclusion of the $I$-spin group and of the hypercharge gauge group (perhaps modified) in the representations of Table II.

|  | Degree and <br> linear group | Par- <br> ticles | Inclusion of <br> $I$-spin |  |  |
| :--- | :---: | :---: | :--- | :--- | :--- |
| deg. or $Y^{\prime}$ | both |  |  |  |  |

I-spin group and one of the strangeness-like groups as subgroups. Then there exists an equivalent group of unitary matrices which also contains these groups as subgroups.

The existence of an equivalent group of unitary matrices is of course a well-known fact. But our assertion states more, and a simple proof is given in Appendix B.

We now come to the inclusion relations. In Table IV we state whether each of the simple groups listed in Tables $\mathrm{I}(\mathrm{a})$ and (b) contains the $I$-spin group, the hypercharge (or modified hypercharge) gauge group, and both groups simultaneously. This is, of course, to be understood in the following sense: Is there a representation of the type in question for which the specified inclusions hold? We should point out that there may be a representation which includes the $I$-spin group, and an equivalent one which includes the hypercharge gauge group, but no equivalent representation which includes both groups simultaneously. Therefore the information in the last column is not an immediate consequence of the information in the two preceding columns. An example which illustrates this point can be found in Appendix D.

Table V is analogous to Table IV, but refers to the Kronecker products.

We will now diverge from the order of the last section, and we will consider the nonconnected groups before the reducible ones. Table VI shows those nonconnected groups (called $K, L$, and $M$ ) which satisfy the inclusion requirements, and which are minimal. It would be very repetitious to give an analogue of Tables IV and $V$ for the nonconnected groups, and such information could be easily derived. In particular, we are leaving out of discussion those

Table VI. The generators of the minimal nonconnected symmetry groups.

| Degree and particles | Neutral component | Discrete generator | Notation |
| :---: | :---: | :---: | :---: |
| deg. 4-NE | $\left[\begin{array}{lll}A_{1} e^{-i \alpha} & \\ & & \\ & \\ 1\end{array} e^{2 a}\right]$ | $\left[\begin{array}{ll}O & E_{2} \\ E_{2} & O\end{array}\right]$ | $K$ |
| $\operatorname{deg} .6-\left[\begin{array}{l} N \Lambda \Sigma \\ \Xi \Lambda \Sigma \end{array}\right.$ | $\left[\begin{array}{ll}A_{2}^{3} e^{-i \alpha} & \\ & \\ & \left(A_{2}^{\prime}\right)^{3} e^{i \alpha}\end{array}\right]$ | $\left(\begin{array}{cc}0 & -E_{8} \\ E_{3} & 0\end{array}\right)$ | $L$ |
| deg. 8-NALE | $\left(\begin{array}{ll}A_{1}^{2} \otimes\left(A_{1}^{\prime}\right)^{2} & \\ & \\ & A_{1}^{2} \otimes\left(A_{1}^{\prime \prime}\right)^{2}\end{array}\right)$ | $\left(\begin{array}{ll}O & E_{4} \\ E_{4} & O\end{array}\right)$ | M |

Table VII. Summary of the irreducible global and partial global symmetry groups. The circle groups are omitted, but they can be readily adjoined.

| Degree and particles |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 2 |  |  |  |  |  |  | 6 | 7 | 8 |
| $\begin{gathered} N \\ Z \end{gathered}$ | $\Sigma$ | $\begin{aligned} & N \Lambda \\ & E \Lambda \end{aligned}$ | $\Sigma \boldsymbol{L}$ | $N E$ | $\begin{aligned} & N \Sigma \\ & \Xi \Sigma \end{aligned}$ | NAE | $\begin{aligned} & N \Lambda \Sigma \\ & \Xi \Lambda \Sigma \end{aligned}$ | $N \Sigma E$ | NAEE |
| $A_{1}^{2}$ | $\begin{aligned} & A_{1}^{8} \\ & A_{2}^{3} \end{aligned}$ | $A_{2}^{3}$ | $\begin{gathered} A_{3}^{4} \\ A_{1}^{2} \otimes\left(A_{1}^{\prime}\right)^{2} \end{gathered}$ | $\begin{gathered} B_{2}^{\text {Spin }} \\ A_{3}^{4} \\ A_{1}^{2} \otimes\left(A_{1}^{\prime}\right)^{2} \\ K \end{gathered}$ | $A_{4}^{\text {b }}$ | $\begin{aligned} & B_{2}^{0} \\ & A_{4}^{5} \end{aligned}$ | $\begin{gathered} A_{6}^{6} \\ A_{1}^{2} \otimes A_{2}^{3} \\ L \end{gathered}$ | $\begin{aligned} & G_{2}^{7} \\ & B_{3}^{v} \\ & A_{6}^{7} \end{aligned}$ | $\begin{gathered} A_{2}^{8} \\ B_{3}^{\mathrm{Spin}} \\ D_{4}^{\mathrm{g}} \\ A_{7}^{8} \\ A_{1}^{2} \otimes B_{2}^{\mathrm{Spin}} \\ A_{1}^{2} \otimes A_{3}^{4} \\ M \end{gathered}$ |

nonconnected groups for which the connected components are irreducible.

The information of Tables IV-VI is summarized in Table VII, where we list the irreducible global and partial global symmetries. Table VIII shows the inclusions among the groups of Table VII.

There remain the reducible global symmetries. Their forms are restricted by Lemmas 4.2 and 4.3. One simple way to construct such groups is to let

Table VIII. Inclusions among the groups of Table VII. The inclusion of $M$ in $B_{3}^{\text {Spin }}$ has not been proved or disproved.

one partial global symmetry act on some of the baryons, and to let another act independently on the remaining baryons. The following examples illustrate this construction:
$B_{2}^{v}$ acts on the $N-\Lambda-\Xi$ system,

$$
\begin{equation*}
A_{1}^{3} \text { acts on the } \Sigma \prime \text { s; } \tag{5.1a}
\end{equation*}
$$

$L$ acts on the $N-\Lambda-\Sigma$ system,

$$
\begin{equation*}
A_{1}^{2} \text { acts on the } \Xi \prime \mathrm{s} \text {. } \tag{5.1b}
\end{equation*}
$$

One must adjoin the circle group to the unimodular groups appropriately, in order that the strangeness group, or the hypercharge gauge group, be included. This is needed, in particular, in the second example.

More interesting examples arise if the groups which act on different supermultiplets are not independent. One well-known example of this is the doublet approximation group $G_{D A}$. We define this group in Table IX, where the other groups of this kind are also listed. It is easy to check that no other groups of this kind are possible.

Table IX. The reducible global symmetry groups which do not contain independent blocks.

| Symmetry groups | Reference bases |
| :---: | :---: |
| $G_{D A}=\left(\begin{array}{llll}A_{1}^{2} & & \\ & A_{1}^{2} & \\ & & \\ & & A_{1}^{2} \otimes\left(A_{1}^{\prime}\right)^{2}\end{array}\right) \quad G_{H R}=\left(\begin{array}{lll}A_{1}^{2} \otimes\left(A_{1}^{\prime}\right)^{2} & & \\ & & \\ & & \\ & \\ & & \\ & & \\ \end{array}\right.$ | $\left(\begin{array}{l}N \\ z \\ \Sigma \\ A\end{array}\right]$ |
|  | $\left(\begin{array}{l}N \\ E \\ \Sigma \\ A\end{array}\right]$ |
| $M_{0}=\left[\begin{array}{ll}A_{1}^{2} \otimes\left(A_{1}^{\prime}\right)^{2} & \\ & \\ & A_{1}^{2} \otimes\left(A_{1}^{\prime \prime}\right)^{2}\end{array}\right]$ | $\left(\begin{array}{l}N \\ Z \\ \Sigma \\ A\end{array}\right]$ |
| $J_{\underline{Z}}=\left[\begin{array}{ll}A_{1}^{2} e^{-3 i \alpha} & \\ & A_{1}^{2} \otimes A_{2} e^{i \alpha}\end{array}\right], \quad J_{N}=\left[\begin{array}{ll}A_{1}^{2} \otimes A_{2}^{3} e^{-i \alpha} & \\ & \\ & A_{1}^{2} e^{3 i \alpha}\end{array}\right]$ | $\left(\begin{array}{l}E \\ \Sigma \\ A \\ N\end{array}\right]$ |
| $H_{G}=\left[\begin{array}{lll}G_{2}^{7} & \\ & \\ & 1\end{array}\right], \quad H_{B}=\left[\begin{array}{lll}B_{\mathrm{s}}^{v} & \\ & \\ & 1\end{array}\right], \quad H_{A}=\left[\begin{array}{lll}A_{6}^{7} & \\ & & \\ & 1\end{array}\right]$ | $\left[\begin{array}{l}N \\ Z \\ \Sigma \\ \Delta\end{array}\right]$ |

In Table X we show the inclusions for the global symmetry groups, including the reducible groups which are displayed in Table IX. We are not including the groups which have independent blocks, because these groups are too numerous to make such a table interesting.

In Table XI we define two new symmetry groups $\bar{K}^{\prime}$ and $K_{D A}^{\prime}$, and we compare the inclusions for these groups with the inclusions for $\vec{K}$ and for $K_{D A}$. This comparison shows how sensitive these inclusions are to the detailed structure of the discrete generators in nonconnected groups.

Let us now comment briefly on the symmetry groups. Table VII lists seven irreducible global sym-

Table X. Inclusions among the global symmetry groups, which do not contain independent blocks.

metries, of which four are simple groups, two are Kronecker products, and one is nonconnected. We recall that one can construct other groups of the last category. Next, we see from Table VIII that there are three minimal global symmetries, $A_{2}^{8}, M$, and $B_{3}^{\text {sinin }}$. The group $A_{2}^{8}$ involves 8 parameters, and is the basis of Gell-Mann's eightfold way ${ }^{13}$ and of the work of Ne'eman. ${ }^{14}$ The group $M$ involves 9 parameters and is nonconnected. It was discussed by Lee and Yang, ${ }^{1}$ who called it $G_{0}$. The group $B_{3}^{\text {Soin }}$ involves 21 parameters, and has been discussed by Tiomno ${ }^{15}$ and others. ${ }^{16,17}$ Further, the group $A_{1}^{2} \otimes A_{3}^{4}$, which is not minimal, corresponds to the global symmetry of Gell-Mann. ${ }^{4}$ The remaining groups, $A_{1}^{2} \otimes B_{2}^{\text {spin }}, D_{4}^{8}$, and $A_{7}^{8}$, apparently have not been considered before in the context of global symmetry.

In Table IX, there are three reducible global symmetries which do not include other symmetries as subgroups, namely $\tilde{K}, G_{H R}$, and $G_{D A}$. [We do not consider here ( $I$-spin) $\times$ (hypercharge gauge) as a

[^11]Table XI. Definition of the groups $K^{\prime}, \bar{K}^{\prime}$, and $K_{D A}{ }^{\prime}$, and a comparison of inclusions for $\bar{K}^{\prime}$ and $K_{D A}{ }^{\prime}$ with those for $\bar{K}$ and $K_{D A}{ }^{\prime}$.

global symmetry.] The group $\bar{K}$, which can be appropriately called hypercharge reflection, involves four parameters and is nonconnected. This group is related to the group $\bar{K}^{\prime}$ of Table XI, and the latter was discussed by Feinberg and Behrends. ${ }^{18}$ The group $G_{H R}$, which has been called the hypercharge rotation group, has been discussed by Salam and Polkinghorne, ${ }^{19}$ Schwinger, ${ }^{20}$ and others. (We remark, however, that the use of the term hypercharge rotation group has not been consistent.) The group $G_{D A}$, the doublet approximation, has been discussed by Pais. ${ }^{21}$ Of the other groups in Table IX, the group $M_{0}$ is the neutral component of $M$, and has been discussed by Souriau and Kastler. ${ }^{22}$ The group $H_{G}$ has been discussed by Behrends and Sirlin. ${ }^{17}$ The remaining groups, it seems, have not been mentioned explicitly in the previous studies.

The foregoing list of references is by no means complete. In particular, various other attempts were made to understand the structure of elementary particle symmetries in terms of the group $O_{4}^{*}$ and its subgroups (e.g. reference 5). We also mention that some of the groups that we encountered have been utilized for global symmetry from a different point of view. An example is the group $S U_{3}$, or $A_{2}$, which is the basis of the models of Sakata ${ }^{23}$ and of Thirring. ${ }^{24}$ Models based on representations of $B_{2}$ have been constructed by Salam and Ward ${ }^{25}$ and by Behrends et al. ${ }^{8}$
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## 6. ANTIBARYONS AND MESONS

We will now extend the symmetries, which were enumerated in the last section, to the antibaryons and to the mesons. We recall that these extensions ordinarily require representations of the underlying group other than the representation adopted for the baryons, and therefore the distinction between a group and its representations is particularly significant here.
In this section it will be important to distinguish between the classes of representations. These classes, orthogonal, symplectic, and complex, are defined and discussed in Appendix B. We remark that this classification is also fundamental in the proofs of the inclusion relations, which were stated in the previous section. However, there we were able to present the results easily without referring to this classification.

Let us first consider the antibaryons. Their symmetry is defined by the relation (3.1a):

$$
D_{\bar{B}} \otimes D_{B} \supseteq D^{B} .
$$

We conclude that (see Appendix B),

$$
\begin{equation*}
D_{B}=D_{B}^{*} . \tag{6.1}
\end{equation*}
$$

Next we turn to the mesons. We assume that here the symmetries satisfy the relation (3.1b):

$$
D_{B} \otimes D_{B} \otimes D_{M} \supseteq D^{B},
$$

or equivalently,

$$
\begin{equation*}
D_{\bar{B}} \otimes D_{B} \supseteq D_{H}^{*} \tag{6.2}
\end{equation*}
$$

One possibility is, in view of (3.1a),

$$
\begin{equation*}
D_{M}=D^{g} . \tag{6.3}
\end{equation*}
$$

This gives one meson, which will be called globoscalar. The other possibilities are of course the more interesting ones, and the case (6.3) will be largely ignored from now on.

To obtain the other possibilities for meson schemes, we have to reduce the Kronecker product $D_{B}^{*} \otimes D_{B}$. This product is an irreducible representation. The reduction into irreducible components may therefore yield, besides orthogonal representations, also complex representations in complex conjugate pairs, and symplectic representations in pairs of equivalent representations. Let us illustrate such reductions, before discussing the significance of the classes of representations for meson schemes.

We will consider the symmetry group $D_{4}^{8}$; we may suppose that this is $D_{4}^{\circ}$. This representation is of course orthogonal, and the same holds for any sub-
group of $D_{4}^{r}$. Consider first the $I$-spin group. Then the blocks acting on $\Sigma$ and on $\Lambda$ form orthogonal representations, while the two blocks which act on $N$ and on $\Xi$ form a pair of equivalent symplectic representations. If we take the hypercharge gauge group, then the action on $N$ and on $\Xi$ gives complex conjugate pairs of representations. (This argument also shows that a global symmetry group cannot be symplectic.)

Let us return to the mesons. It turns out that the reduction of the products $D_{B}^{*} \otimes D_{B}$ into irreducible components yields mostly orthogonal representations. If we associate the mesons with an orthogonal representation, then one can introduce Hermitian fields by taking suitable linear combinations, and the supermultiplet contains, for each meson, its antiparticle (see Sec. 7). This is familiar for the pion triplet. On the other hand, in the complex or in the symplectic case, one can no longer use Hermitian fields.

The pairs of complex conjugate representations for mesons cannot be excluded, however. An example is given by the groups $A_{1}^{2} e^{i i \phi}$ acting on the $K$-meson doublets, if there are no higher symmetries. In this case, charge conjugation interchanges the mesons in the two complex conjugate representations. It is easy to see that in the case of other complex representations, the effect of charge conjugation would be analogous. We conclude that if charge conjugation is to be defined, then both representations of a complex conjugate pair, or none, must be used in a theory.
The last possibility is a symplectic representation for mesons. In this case there seems to be no compelling reason to utilize both of the equivalent symplectic representations that occur in the product $D_{B}^{*} \otimes D_{B}$. One can also say that there seems to be no way by which the two supermultiplets of mesons could be distinguished. However, this possibility arises for only one symmetry, which is rather artificial.

We will now give a few examples of meson symmetries. For decomposition of Kronecker products we refer to Appendix B.
(a) For the symmetry $B_{3}^{\text {Spin }}$ we have the following decomposition:

$$
B_{3}^{\mathrm{Spin}} \otimes B_{3}^{\mathrm{Spin}} \simeq B_{3}^{E} \oplus B_{3}^{v} \oplus B_{3}^{21} \oplus B_{3}^{\mathrm{sj}}
$$

The representations on the right-hand side (r.h.s.) are all orthogonal. This symmetry allows systems of 7,21 , or 35 mesons, besides a globo-scalar.
(b) For the symmetry $A_{2}^{8}$ we have a more varied behavior:
$A_{2}^{8} \otimes A_{2}^{8} \simeq A_{2}^{E} \oplus A_{2}^{8 a} \oplus A_{2}^{88} \oplus A_{2}^{10} \oplus A_{2}^{10} * \oplus A_{2}^{27}$.
The two representations $A_{2}^{10}$ and $A_{2}^{10}$ are complex conjugates, and the other representations are all orthogonal. We may have systems of 8,20 , or 27 mesons. A system of 8 mesons may be coupled to the baryons in two linearly independent ways. The antisymmetric and the symmetric couplings, which we indicated, are the most natural, but linear combinations of these are also allowed.
(c) The symmetry $A_{1}^{2} \otimes B_{2}^{\text {Spin }}$ is typical of Kronecker products:

$$
\begin{aligned}
& {\left[A_{1}^{2} \otimes B_{2}^{S \mathrm{pin}}\right] \otimes\left[A_{1}^{2} \otimes B_{2}^{\mathrm{spin}}\right] \simeq D^{E} \oplus A_{1}^{3}} \\
& \quad \oplus B_{2}^{r} \oplus B_{2}^{10} \oplus\left(A_{1}^{3} \otimes B_{2}^{v}\right) \oplus\left(A_{1}^{3} \otimes B_{2}^{10}\right)
\end{aligned}
$$

One can easily show (see also Sec. 7) that the representation $A_{1}^{3}$ gives a triplet of mesons with strangeness $S=0$, i.e. the pions. For mesons with $S \neq 0$ we have to select one of the other representations. All of these representations are orthogonal.
(d) For the group $M$ see reference 1. Here a number of systems of mesons are possible, and we may easily find representations which, when taken together, describe the usual seven mesons.
(e) For a reducible symmetry, as e.g. $H_{\sigma}$, we may proceed in a similar way:

$$
\begin{aligned}
{\left[G_{2}^{7} \oplus G_{2}^{B}\right] \otimes\left[G_{2}^{7} \oplus G_{2}^{E}\right] } & \\
& \simeq 2 G_{2}^{R} \oplus 3 G_{2}^{7} \oplus G_{2}^{14} \oplus G_{2}^{27}
\end{aligned}
$$

Let $B^{\prime}$ denote the seven baryons other than $\Lambda$. Then, we must have 7 mesons for the $B^{\prime}-\Lambda$ coupling, and for the $B^{\prime}-B^{\prime}$ coupling we may have systems of 7,14 , or 27 mesons. Here a globo-scalar meson could provide a direct $B^{\prime}-B^{\prime}$ coupling, and also a direct $\Lambda-\Lambda$ coupling.
(f) Let us now consider an example of independent blocks. Let $A_{1}^{3}$ act on the $\Sigma$ 's and let $B_{2}^{v}$ act on the $N-\Lambda-\boldsymbol{Z}$ system. Then

$$
\begin{aligned}
& {\left[A_{1}^{3} \oplus B_{2}^{\mathrm{r}}\right] \otimes\left[A_{1}^{3} \oplus B_{2}^{v}\right]} \\
& \quad \simeq 2 D^{E} \oplus A_{1}^{3} \oplus A_{1}^{5} \oplus B_{2}^{10} \oplus B_{2}^{14} \oplus 2\left(A_{1}^{3} \otimes B_{2}^{v}\right)
\end{aligned}
$$

There is only one possibility for mesons which would couple the $\Sigma$ 's to the $N-\Lambda-\Xi$ system, namely the last-mentioned representation, which specifies 15 mesons.
(g) Let us consider independent blocks again, with $A_{1}^{2} \otimes\left(A_{1}^{\prime}\right)^{2}$ acting on the $\Sigma-\Lambda$ system, and $B_{2}^{\text {spin }}$, on the $N-\Xi$ system. In this case the mesons which would couple the two systems would have to belong to the representation $\left[A_{1}^{2} \otimes\left(A_{1}^{\prime}\right)^{2}\right] \otimes B_{2}^{\text {Soin }}$. This is the only example of a symplectic representation for mesons.

Table XII. The minimal number of mesons required by each symmetry group which does not contain independent blocks. A sum indicates two or three meson supermultiplets, which would couple different pairs of baryons. [Cf. example (c).] In the case of groups in the column headed by $G_{D A}$, one could also construct various schemes involving less than seven mesons.

|  |  |  |  |  |
| :--- | :---: | :---: | :---: | :---: |
| Number |  |  |  |  |
| of |  |  |  |  |
| Group |  |  |  |  |
| mesons |  |  |  |  | Group | Number |
| :---: |
| of |
| mesons |$\quad$ Group | mesons |
| :---: |

$\left.\begin{array}{ccccl}\hline A_{2}^{8} & 8 & H_{G} & 7 & G_{D A} \\ B_{2}^{\mathrm{Spin}} & 7 & H_{B} & 7+21 & G_{H R} \\ D_{4}^{8} & 28 & H_{A} & 14+48 & \bar{K} \\ A_{7}^{8} & 63 & J_{z} & 3+6+8 & K_{D A} \\ A_{1}^{2} \otimes B_{2}^{\mathrm{SDin}} & 3+5 & J_{N} & 3+6+8 & M_{0} \\ A_{1}^{2} \otimes A_{3}^{4} & 3+15 & & & M\end{array}\right\}$

Table XII shows the minimal number of mesons that each global symmetry group specifies, for groups which do not contain independent blocks. We note again that the $I$-spin and the strangeness of these mesons are completely determined.

We conclude this section with a few remarks.
(1) As an alternative to deriving the relation $D_{B}=D_{B}^{*}$ as we did, one can consider the baryons and the antibaryons as independent particles, and the possible symmetries of the 16 particles can be examined by modifying our approach. This point of view is indicated in the work of Lee and Yang. ${ }^{1}$ We also note that continuous groups which include charge conjugation were constructed from another point of view by Pauli, ${ }^{26}$ and were further discussed by others. ${ }^{27.28}$
(2) In the case of complex representations for the mesons, one can satisfy group invariance without allowing antiparticles, by using only one representation of the complex conjugate pair. Models of local relativistic field theory without antiparticles have in fact been constructed, but an extensive use of indefinite metric was required. ${ }^{29}$
(3) If the baryon and the meson symmetries are irreducible, then there is only one coupling constant for the system. Otherwise more coupling constants are possible, depending on the supermultiplet structure.
(4) In some schemes a large number of mesons is specified. There the mesons do not, as a rule, split into few isomultiplets with large $|T|$, but, rather,

[^13]into many isomultiplets. These are distinguished by the strangeness and by some new quantum numbers. (See Sec. 7.)
(5) The last remark concerns the Yang-Mills fields, ${ }^{6,30}$ or the vector mesons. A general procedure of incorporating such fields was worked out by Utiyama. ${ }^{31}$ It is seen that they are associated with the adjoint representation $D_{\text {ad }}$ of the underlying symmetry group. ${ }^{32}$ (See Appendix B.) While the coupling to the vector mesons is not of the Yukawa type, our assumption (3.1b) still applies, and the vector mesons can be coupled to the baryons if
$$
D_{B}^{*} \otimes D_{B} \supseteq D_{a d} .
$$

This relation is indeed valid for all connected symmetry groups mentioned in this paper. The work of Utiyama shows that the foregoing relation should be rather general.

## 7. QUANTUM NUMBERS AND INVARIANT AMPLITUDES

The concept of global symmetry refers primarily to interacting systems, and we will now discuss some consequences of the schemes. While the consequences can be tested by experiments in principle, one should not forget that such tests would be subject to all limitations and ambiguities of global symmetry. (See also the next section.) Our aim here is to show the physical interpretation of the schemes by discussing some direct consequences, and therefore we do not attempt to give an exhaustive tabulation.

Throughout this section we will denote the generators which correspond to the third component of $I$-spin and to the hypercharge gauge group by $T_{3}$ and by $Y$, respectively.

In the study of representations of simple Lie algebras and Lie groups, a basic concept is that of a weight vector; this is a simultaneous eigenvector of a maximal commuting set of operators. In Appendix $B$ we explain this concept in a little more detail, and we prove the following lemma. This lemma depends on the fact that, except for $\Sigma^{0}$ and $\Lambda$, there is no degeneracy of eigenvalues when $T_{3}$ and $Y$ are considered simultaneously.

Lemma 7.1. Let a symmetry group, or its Lie algebra, be given. Then one can choose a maximal commutative subgroup, or subalgebra, in such a way, that each baryon (except as we note) is a weight vector. An exception to this may occur if $\Sigma^{0}$ and $\Lambda$ both appear

[^14]in the same supermultiplet. In this case two of the weight vectors may be linear combinations of $\Sigma^{0}$ and $\Lambda$.

This lemma is illustrated in Fig. 1, in which we relate the baryons with the eigenvalues of the commuting elements, for three representations. The lemma now states the following. Let us consider three representations, which are equivalent to those which we first assumed, and which still satisfy the inclusion requirements. The arrangement of eigenvalues of the baryons would then remain essentially unchanged. E.g., for the group $B_{3}^{v}$, the new symmetry could not have a nonzero generator which would yield zero eigenvalue for each baryon. This conclusion is not obvious a priori, since we refer the new representation to the original basis vectors, rather than to a new set. The configurations, such as in Fig. 1, are determined by the representation alone, and can be readily constructed for the familiar representations. We remark that Wigner ${ }^{33}$ was one of the first to make extensive use of such diagrams.

Lemma 7.1 can therefore be thought of as a uniqueness lemma. In the sequel we shall assume such diagrams when convenient, and we shall exploit their properties, especially their symmetries and the implied assignments of eigenvalues.

Our justification for the assumption (5) of Sec. 3 consists largely of the foregoing lemma. We may add that this lemma, like Lemma 4.3, would not be valid, if we were to ignore the hypercharge (or strangeness).

The case of meson symmetries is analogous. As with the baryons, a representation completely determines the isomultiplet structure and other quantum numbers. We illustrate this in Fig. 2 for the baryonic symmetry $A_{2}^{8}$, i.e., we show the fa-

$\left(G_{2}{ }^{7}\right)$


Fig. 1. Weight diagrams for $G_{2}^{7}, B_{3}^{v}$, and $B_{3}^{\delta \text { pin }}$, together with the assignments of the baryons. The directions of $T_{3}$ and of $Y$ are implied by each diagram. In each of the latter two diagrams, $T_{3}$ is skew to the figure. The linear combinations $\Sigma^{0 \prime}$ and $\Sigma^{0 \prime \prime}$ may be identified with the baryons $Y$ and $Z$.
${ }^{33}$ E. Wigner, Phys. Rev. 51, 106 (1937).


Fig. 2. Weight diagrams showing the decomposition of the product $A_{2}^{8} \otimes A_{2}^{8}$. Assignments of the baryons, of the antibaryons, and of the mesons are shown. The meson $\pi^{\infty}$ must be pseudoscalar and isoscalar. The diagrams without assignments provide other possibilities for meson schemes.
miliar decomposition of $A_{2}^{8} \otimes A_{2}^{8}$. One could easily carry out an analysis of this kind for any of the other symmetry groups, and our assertions in Sec. 6 about the quantum numbers for the mesons could be verified. We shall not do this, however.

Let us now turn to the various types of consequences of the symmetry schemes.

## Commuting group generators

The Lie algebra of a symmetry group always contains $i T_{3}$ and $i Y$. These two operators are diagonal with respect to the baryons, and this implies the familiar conservation laws, or selection rules. However, the symmetry groups, which are of rank 3 or higher, have other linearly independent generators which commute with $T_{3}$ and with $Y$. These other generators are diagonal with respect to the baryons (or almost diagonal, cf. Lemma 7.1), and this leads to additional observables, and additional selection rules. Let us give two examples.

For the first example we will take the reducible symmetry $H_{B}$. This corresponds to the group $B_{3}^{\triangleright}$, with $\Lambda$, a globo-scalar that can be ignored. The weight diagram for $B_{3}^{6}$ is shown in Fig. 1. Besides $T_{3}$ and $Y$ we have a third observable. We may choose, e.g., a quantity $X$ which is measured in this diagram along an axis parallel to the $n-p$ edge. Then

$$
\begin{aligned}
X_{p} & =X_{Z}=+1, \\
X_{n} & =X_{\Xi^{-}}=-1, \\
X_{\Sigma^{+}} & =X_{\Sigma^{\circ}}=X_{\Sigma^{-}}=0 .
\end{aligned}
$$

Therefore the process $\Xi^{0}+p \rightarrow \Sigma^{+}+\Sigma^{0}$ is forbidden, since $1+1 \neq 0+0$.
For the second example (a rather unphysical one) we take the group $S U_{3}=A_{2}^{3}$ as the symmetry group for the $\Sigma$ 's. This could be, e.g., an independent block in a reducible symmetry. The group $A_{2}$ has rank 2, and there exists besides $T_{3}$ a second observable, and a new selection rule. The process $\Sigma^{+}+\Sigma^{-} \rightarrow \Sigma^{0}+\Sigma^{0}$ is now forbidden.

In the case of $B_{3}^{\text {Spin }}$ the weight vectors correspond to the baryons $Y$ and $Z$ rather than to $\Sigma^{0}$ and $\Lambda$, and the foregoing analysis is not immediately applicable. However, new selection rules appear when the mesons are considered, as was shown by Pais. ${ }^{21}$
This argument of Pais, we may add, has sometimes been interpreted as proving the nonexistence of symmetries higher than ( $I$-spin) $\times$ (hypercharge gauge). We should like to point out that Pais' argument establishes contradiction with experiment for symmetries of rank 3 or higher, but not for those of rank 2. There are four groups in our list, namely $A_{2}^{\mathrm{s}}, H_{G}, G_{H R}$, and $\bar{K}$, to which this argument does not apply.

## Symmetry Properties of Weight Diagrams

These properties lead to some immediate consesequences. For example, the symmetry of the diagram for $G_{2}^{7}$ (Fig. 1), implies the following:

$$
\sigma\left(\Sigma^{+}+n \rightarrow p+\Sigma^{0}\right)=\sigma\left(\Xi^{-}+n \rightarrow \Sigma^{-}+\Sigma^{0}\right)
$$

This equality can be contrasted with the following for the group $A_{2}^{8}$ :

$$
\sigma\left(\Sigma^{+}+n \rightarrow p+\Sigma^{0}\right)=\sigma\left(\Xi^{-}+n \rightarrow \Sigma^{-}+\Sigma^{0 \prime}\right)
$$

where $\Sigma^{0 \prime}$ is a linear combination of $\Sigma^{0}$ and $\Lambda$. These considerations also suggest branching ratios, which may be more useful than the absolute cross sections, in testing a theory. For instance, the group $A_{2}^{8}$ implies the relation

$$
\frac{\sigma\left(\Sigma^{+}+n \rightarrow \Sigma^{+}+n\right)}{\sigma\left(\Sigma^{+}+n \rightarrow p+\Sigma^{0}\right)}=\frac{\sigma\left(\Xi^{-}+n \rightarrow \Xi^{-}+n\right)}{\sigma\left(\Xi^{-}+n \rightarrow \Sigma^{-}+\Sigma^{0^{\prime}}\right)}
$$

The symmetries that are displayed by the weight diagrams, are roughly in the same relation to the invariance under the whole group, as charge symmetry is to charge independence. Various attempts were made to exploit these symmetry properties in applications of global symmetry. ${ }^{34,35}$

## Invariant Amplitudes

A general procedure to study the invariance under a symmetry group depends on decomposing the various reaction amplitudes into sums of invariant amplitudes. In particular, the two foregoing types of consequences can be deduced in this way as special cases. For definiteness let us consider the reaction

$$
B_{1}+B_{2} \rightarrow B_{3}+B_{4}
$$

[^15]where all of the baryons are associated with the representation $D$. Invariance under the symmetry group then implies that the invariant amplitudes are associated with the identity blocks in the Kronecker product
$$
D^{*} \otimes D^{*} \otimes D \otimes D
$$

If the representations $D^{i}$ in the decomposition of $D \otimes D$ should be pairwise inequivalent, then each representation $D^{i}$ gives $D^{B}$ once, namely, when combined with $D^{i *}$ (see Appendix B), and therefore defines one invariant amplitude for the process in question. (For further details see reference 8 and the work of Freund et al. ${ }^{36}$ )

The decompositions for some of the global symmetries are as follows:
for $B_{3}^{\text {Spin }}, \quad \mathcal{J}=a_{1} T_{1}+a_{7} T_{7}+a_{21} T_{21}+a_{35} T_{35}$,
for $D_{4}^{8}, \quad J=a_{1} T_{1}+a_{28} T_{28}+a_{35} T_{35}$,
for $\quad A_{7}^{8}, \quad J=a_{28} T_{28}+a_{36} T_{38}$.
The invariant amplitudes $T_{i}$ depend only on the kinematical invariants of the process. The numbers $a_{i}$ are related to the Clebsch-Gordan coefficients for the group in question, and are determined by the baryons, as Lemma 7.1 shows. The subscripts in $a_{i}$ and $T_{i}$ refer to the dimension of the corresponding irreducible representation $D^{i}$ in $D \otimes D$.
The foregoing examples show that, as a rule, when the symmetry is increased, then some of the invariant amplitudes combine, and the number of independent invariant amplitudes is decreased.

## Resonances

The foregoing analysis can be readily applied to the study of resonances. If a resonance is present, then it must be associated with one of the invariant amplitudes, and therefore it should be also observed in some other process as well. This approach to resonances is discussed further in references 1 and 8.

## Casimir and Racah Operators

The invariance under the $I$-spin group implies not only the conservation of $T_{3}$ but also of $\mathrm{T}^{2}$, as is well known. In case of other Lie groups, one can construct analogous operators, the Casimir and the Racah operators. (See Appendix B.) In this way one can define a set of conserved quantum numbers. Two examples are given to show how this relates to the other consequences. We note that the Casimir

[^16]and the Racah operators can be used for the symmetry group, or for any of its subgroups.

For the first example let us consider the symmetry (5.1a), where $B_{2}^{\delta}$ acts on the $N-\Lambda-\Xi$ system, and $A_{1}^{3}$ acts independently on the $\Sigma$ 's. We may define $\mathrm{T}_{\Sigma}$ with reference to the group $A_{1}^{3}$ only, and then $\mathrm{T}_{\Sigma}$ gives zero for the $N-\Lambda-Z$ system. Similarly, there exists a Casimir operator $\mathrm{T}_{N \Lambda \Sigma}$, which gives zero on the $\Sigma$ 's. We conclude that the following processes are forbidden:

$$
\begin{aligned}
& \Xi^{-}+p \rightarrow \Sigma^{0}+\Lambda, \\
& \Sigma^{+}+\Sigma^{0} \rightarrow \Lambda+\Sigma^{+} .
\end{aligned}
$$

In these two processes, the quantum numbers which correspond to commuting group generators are conserved. One could also use the invariant amplitudes to show that these processes are forbidden, but the foregoing argument is much simpler.

For the second example let us consider the $A_{2}^{8}$ symmetry and the 20 mesons which correspond to the representations $A_{2}^{10}$ and $A_{2}^{10 *}$; i.e., we have 10 charge-conjugate pairs. The isomultiplet structure shows that we have a meson $\sigma^{0}$ and its charge conjugate $\bar{\sigma}^{0}$, both with $T_{3}=0, Y=0$, and $|\mathbf{T}|=1$. The second-order Casimir operator for $A_{2}$ also gives equal values for $\sigma^{0}$ and $\bar{\sigma}^{0}$. However, there is a third-order Racah operator for $A_{2}$, and this operator gives different values for the two mesons $\sigma^{0}$ and $\bar{\sigma}^{0}$. Therefore the transition $\sigma^{0} \leftrightarrow \bar{\sigma}^{0}$ is forbidden. Of course, this is also expected from other considerations.

## Nonconnected Groups

The consequences which are peculiar to nonconnected groups can be understood most easily with the help of an example, and we therefore note reference 1 , where the group $M$ is discussed. Here we only make three comments: (a) The quantum numbers which are associated with the discrete generators are multiplicative, rather than additive. (b) The decomposition into invariant amplitudes is in no way restricted to connected groups, and applies to nonconnected groups equally well. (c) Consequences which depend on properties of the Lie algebra clearly are not affected, if the connected group is enlarged with the help of discrete generators.

## 8. A FEW FINAL REMARKS

We can summarize our results as follows: We have presented all possible connected symmetry groups and a few nonconnected symmetry groups. We also showed how the symmetries should be extended to
the antibaryons, and how they can be extended to the mesons. Finally, we discussed some direct consequences of the symmetry groups. Our work was based on the general and on the specific assumptions which we listed in Secs. 2 and 3. We should now like to make a few concluding remarks.
(1) We have considered global symmetry as referring primarily to interacting particles. We cannot, of course, escape the ambiguities which arise when we take mass differences into account. Still, one may hope that the consequences, which we examined in Sec. 7, can be subjected to some meaningful tests. This problem has been discussed extensively by various authors, and therefore we confine ourselves to four comments.
(a) The predictions of global symmetry may be valid in the limit of very high energies. The most sensitive test of the symmetries would then depend on the invariant amplitudes.
(b) It may be possible to remove these ambiguities, at least partially, by comparing branching ratios rather than the absolute cross sections.
(c) Qualitative tests of global symmetry may be more successful than the quantitative ones, and the resonances immediately suggest themselves. In particular, Lee and Yang mention the excited $Y^{*}$ state ${ }^{37}$ as one of the motivations of their paper.
(d) Future theories may teach us more about the bare particle masses and bare coupling constants. An investigation in this direction was recently attempted by Gell-Mann and Zachariasen. ${ }^{38}$
(2) The concept of global symmetry may be more useful in the study of electromagnetic and weak interactions than for strong interactions. The relevance to weak interactions has been discussed by many authors, and especially by Pais. ${ }^{39}$ The relevance to electromagnetic interactions, in particular to the electromagnetic structure of the baryons, has also been considered (e.g. in references 18 and 35).
(3) If our framework of eight baryons is a definite one, then we may say that the groups $A_{2}^{8}$ and $H_{G}$ are the most attractive possibilities. These groups provide a maximum of formal unification, and require a minimum of new assumptions. For example, we do not have the trouble with additional selection rules, and the resulting meson schemes are reasonably satisfactory. On the other hand, while the groups $G_{H R}$ and $\bar{K}$ likewise do not imply additional selec-

[^17]tion rules, these two groups are rather trivial extensions of the group ( $I$-spin) $\times$ (hypercharge gauge). (One other somewhat attractive possibility is the group $B_{2}^{10}$, which presupposes 10 baryons. ${ }^{8}$ )
(4) Since global symmetry in the usual forms is not valid, various interactions were suggested to explain the observed deviations from the postulated symmetry schemes. We refer to the papers mentioned in Sec. 5 for examples, and we confine ourselves here to one comment, which is particularly relevant from our point of view. An examination of our global symmetry groups shows that many of them exhibit a complete symmetry between $N$ and $\Xi$. In fact, the only exceptions are $J_{N}, J_{\Xi}$, and the symmetries which contain independent blocks. However, these exceptions require a conservation law for the nucleons and also for the cascades, and so cannot be considered satisfactory. It seems therefore difficult to incorporate the $N-\boldsymbol{\xi}$ asymetry into a global symmetry scheme in a natural way.
(5) A basic question in the study of symmetry is the following: How is a symmetry group to be understood, if it should be found experimentally? We will make only a brief comment here. If in the framework of a dynamical theory one wants to derive symmetries, it seems that one should try to derive the underlying group, rather than specific representations. This is suggested especially by Secs. 6 and 7. It is suggested also by the recent studies of the vector mesons, and, one can say, by the aim for generality and universality in physical theories.
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## APPENDIX A. SOME PROPERTIES OF LIE GROUPS

In this appendix we summarize some of the properties of Lie groups. We do not attempt to
attain full generality in our discussion, and in various places we emphasize the intuitive idea, rather than the complete rigor. For a detailed presentation of the theory we refer to the texts of Chevalley, ${ }^{40,41}$ Pontriagin, ${ }^{10}$ Weyl, ${ }^{42}$ and Wigner. ${ }^{43}$

This appendix deals with abstract groups. The following appendix is devoted to group representations.

1. Concept of a Lie group. A Lie group is, roughly speaking, a parameter group, in which the group operations define differentiable functions of the parameters. To a Lie group one can therefore associate topological, differential, and algebraic properties. We shall consider these properties in turn.
2. Topological properties. Some of the useful topological concepts are compactness, connectedness, connectivity, dimension, and invariant integration. For definitions of these concepts and their fundamental properties we refer to the book of Pontriagin. ${ }^{10}$ One should not confuse connectedness with connectivity. Connectedness is referred to when we ask, whether a given set is connected, and connectivity, when we ask whether it is simply connected.
3. Differential properties. The most important of the differential properties is the existence of a Lie algebra. This is the space (a linear space) of the infinitesimal generators of the group. One may say that the Lie algebra serves to investigate a Lie group in a similar way as the derivative serves to investigate a function. The Lie algebra admits a bracket operation, which is anticommutative, and which satisfies the Jacobi identity, i.e., which is analogous to the commutator bracket. A Lie group defines a unique Lie algebra. Similarly, a Lie algebra defines a unique Lie group (up to isomorphism) if we require that the group be connected and simply connected, or if we impose other suitable restrictions.

Two Lie groups which have isomorphic Lie algebras but are not necessarily isomorphic, are said to be locally isomorphic. A well known example of such Lie groups is given by $\mathrm{SU}_{2}$ and $\mathrm{SO}_{3}$ (the $2 \times 2$ unitary unimodular group and the $3 \times 3$ proper orthogonal group, respectively).
4. Algebraic properties. Group-theoretic concepts include direct products, subgroups, invariant subgroups, etc. In the case of a Lie group, such properties have their analogues in the Lie algebra, and this

[^18]greatly simplifies the study of structure of Lie groups.

The concept of a simple group is fundamental. We remark here that in discussing Lie groups, the definition of a simple group differs from the one used otherwise in group theory. We say that a Lie group is simple, if it has no proper invariant subgroups which are Lie groups (but it may have invariant discrete subgroups). This definition leads to a correspondence between simple Lie groups and simple Lie algebras.

In the sequel we shall refer to the following two lemmas (see Chevalley, ${ }^{40}$ p. 35, and Pontriagin, ${ }^{10}$ p. 77).

Lemma. In a Lie group, the connected component of the identity is an invariant subgroup.

We refer to the connected component of the identity as the neutral component. The foregoing lemma implies, in particular, that a simple Lie group is necessarily connected.

Lemma. In a connected Lie group, every discrete invariant subgroup is central.
5. The classical groups. These groups are the best known examples of Lie groups. ${ }^{40,42}$ The following are some of the classical groups. All of these but the first-mentioned are compact. The subscript $n$ refers to $n \times n$ matrices.
$G L_{n}(C)$-the full linear group over the complexes, $U_{n}$-the unitary group,
$S U_{n}$-the unitary unimodular group,
$S O_{n}$-the proper orthogonal group,
$O_{n}^{\star}$-the orthogonal group including reflections,
$S p_{n}$-the unitary restricted symplectic group, provided $n$ is even.
The symplectic groups are perhaps the least familiar of these. The group $S p_{n}$ leaves invariant a nondegenerate skew-symmetric bilinear form; such a form can exist only in a space of even dimension. One can define $S p_{n}$ explicitly as the group of $n \times n$ unitary matrices which satisfy

$$
A^{T} J A=J
$$

where $J^{T}=-J, J^{2}=E$. The two following choices (or representations) for $J$ are commonly used:

$$
\begin{gathered}
J=\binom{E_{1 n}}{-E_{\frac{1 n}{}}} \\
J=\left(\begin{array}{lll}
J_{2} & \\
& \ddots & \\
& & J_{2}
\end{array}\right), \text { where } J_{2}=\binom{1}{-1}
\end{gathered}
$$

One can also say that $S p_{n}$ is associated with rotations in a quarterionic space of dimension $\frac{1}{2} n$, in much the same way as $U_{n}$ and $S O_{n}$ are associated with rotations in complex and in real spaces, respectively.
6. Commutative subgroups and subalgebras, and rank. A commutative Lie algebra is one in which the bracket operation yields identically zero. Such a Lie algebra corresponds to a commutative Lie group.

Basic concepts in the study of Lie algebras and Lie groups include those of a maximal commutative subalgebra, or, of a maximal commutative connected subgroup. It is a theorem that if the group is simple, then all such subalgebras (and also subgroups) are conjugate to one another within the group, and are a fortiori isomorphic. The common dimension of these sets is called the rank of the group or algebra. In the case of a simple noncommutative Lie algebra, or a direct sum of such, a maximal commuting subalgebra is called a Cartan subalgebra.
7. The classification of Cartan and Killing. The classification of simple complex Lie algebras was established by Cartan and Killing. ${ }^{2}$ (A Lie algebra is complex if it forms a vector space over the complexes. A complex Lie group is one whose Lie algebra is complex.) This classification also applies to compact Lie groups by virtue of a theorem of Weyl. ${ }^{3}$ (See also Pontriagin, ${ }^{10}$ p. 271.)

We now present this classification, and we introduce the notation that is generally used. The simple, therefore connected, compact Lie groups consist of the (commutative) circle group, and of the following noncommutative groups. We consider the latter as abstract groups. They have the dimension and local isomorphisms indicated. The subscript $n$ here indicates the rank of the group.
$A_{n}$-loc. isom. to $S U_{n+1} \quad(n \geq 1), \quad \operatorname{dim} . n^{2}+2 n$, $B_{n}-\quad \quad O_{2 n+1} \quad(n \geq 1), \quad 2 n^{2}+n$, $C_{n}-\quad S p_{2 n} \quad(n \geq 1), \quad 2 n^{2}+n$,
$D_{n}-$

$$
S O_{2 n} \quad(n \geq 3)
$$

$$
2 n^{2}-n
$$

$$
\text { also } E_{6}, E_{7}, E_{8}, F_{4}, G_{2}
$$

The five last-mentioned groups have, respectively, the dimensions $78,133,248,52$, and 14 . Their representations of least degrees are, respectively, those of degrees $27,56,248,26$, and 7 . We see that of these only the group $G_{2}$ can be relevant to global symmetry, such as we consider.
Among the foregoing groups the following local isomorphisms occur, and no others:

$$
A_{1} \cong B_{1} \cong C_{1}, \quad B_{2} \cong C_{2}, \quad \text { and } \quad A_{3} \cong D_{3}
$$

Finally, we note that in discussing the classification one often refers to semi-simple Lie groups and algebras. These algebras are the direct sums of simple noncommutative Lie algebras. (Equivalently, these are the algebras which have no invariant commutative subalgebras.) Many statements concerning simple Lie groups and algebras have an immediate generalization to the semi-simple ones.
8. Connectivity. Given any connected Lie group $G$, one can construct a locally isomorphic, connected, simply connected Lie group $G^{\prime}$ (the universal covering group of $G$ ). If $G$ is semisimple and compact, the same will be true of $G^{\prime}$. The simply connected groups are particularly significant, since every connected group which is locally isomorphic to $G$ and to $G^{\prime}$, is isomorphic to a group $G^{\prime} / D$, where $D$ is a discrete (therefore central) subgroup of $G^{\prime}$.

Of the classical groups which are simple and compact, the groups $S U_{n}$ and $S p_{n}$ are simply connected, but the $S O_{n}$ are not. The construction of Spin ( $n$ ), a simply connected group which is locally isomorphic to $S O_{n}$, is described by Chevalley, ${ }^{40}$ p. 61 ff .

We shall use the symbols $A_{n}, B_{n}$, etc., interchangeably for the simply connected compact Lie groups and for their Lie algebras.
9. The general compact Lie group. The foregoing classification enables us to describe concisely how an arbitrary connected compact Lie group can be constructed, up to isomorphism. (See Pontriagin, ${ }^{10}$ p. 282.)

Theorem. Every connected compact Lie group G can be constructed in the following way. Form the direct product

$$
\widetilde{G}=H_{1} \times H_{2} \times \cdots \times H_{n} \times K_{1} \times \cdots K_{m},
$$

where the $H_{i}$ are appropriate simple, noncommutative, compact Lie groups which are connected and simply connected; i.e., each $H_{i}$ is one of the groups $A_{n}, \cdots, G_{2}$ in the foregoing classification. The $K_{;}$are circle groups. Then $G$ is isomorphic to $\widetilde{G} / D$, where $D$ is a discrete (therefore central) subgroup of $\widetilde{G}$.

## APPENDIX B. SOME PROPERTIES OF GROUP REPRESENTATIONS

In this appendix we summarize some of the properties of group representations which are relevant to this paper, and we give references for the discussions of various special topics. We also prove the lemmas which are stated in the text without proof. General references here are the same as for Appendix A.

1. Concept of a representation. In general, a representation is a mapping of a set $S$ of elements into a set of matrices, or of linear transformations on a vector space. If we associate with the set $S$ certain properties like those related to algebraic operations or to continuity, then we also require that these properties be preserved under the mapping. This general definition applies to the representations of groups, of Lie algebras, and of other systems. In particular, in the case of Lie algebras, one requires that the Lie algebra bracket correspond to the commutator bracket of matrices or of transformations.

A representation by $n \times n$ matrices, or by transformations on an $n$-dimensional vector space, is said to be of degree $n$.

Throughout this paper the equivalence of representations ( $D \rightarrow R D R^{-1}$ ) is denoted by the symbol $\simeq$.
2. Unitarity and reducibility. A fundamental and also well known property of group representations is the following: Every representation of a compact group is equivalent to a unitary representation, i.e., to a representation involving only unitary matrices or transformations. This is proved easily with the help of invariant integration. It follows that every representation of a compact group is completely reducible, since the orthogonal complement to an invariant subspace is likewise invariant. In particular, the symmetry groups are completely reducible.
3. Multivaluedness and faithfulness. The connectivity of groups is related to what are sometimes called multivalued representations. A well-known example is the correspondence $\mathrm{SO}_{3} \rightarrow S U_{2}$. Such a correspondence is a local isomorphism. Moreover, it always becomes single-valued when we replace the first group by its simply connected covering group. Note also that a multivalued representation of a circle group forms again an isomorphic circle group, and consequently multivaluedness can be easily eliminated here.

We recall that a representation of a group is faithful, if only the group identity maps into the unit matrix. It follows that if a linear group is represented in a multivalued manner, as in the foregoing example, then the inverse correspondence is not faithful.
4. The representations of degree 8 or less. We will now give a few references, where the representations of Tables $\mathrm{I}(\mathrm{a})$ and (b) are discussed in further detail. For a general theory see references 3 and 12 (Appendix).

The representations of $A_{1}$ are familiar, and are discussed by Wigner. ${ }^{43}$

The linear groups $S U_{n}, S O_{n}$, and $S p_{n}$, which correspond to $A_{n-1}^{n}, B_{j(n-1)}^{n}$ or $D_{\frac{1}{n} n}^{n}$, and $C_{j n}^{n}$, respectively, are among the classical groups, and are discussed thoroughly by Chevalley ${ }^{40}$ and by Weyl. ${ }^{42}$

The representations of groups of rank 2 are discussed by Behrends et al. ${ }^{8}$ The representations of $A_{2}$ are also described by Wigner ${ }^{33}$ and by Wess. ${ }^{44}$ The automorphism group of octonions, $G_{2}^{7}$, is discussed by Chevalley. ${ }^{45}$ (See also a note by Pais. ${ }^{46}$ )

The spinor and the semispinor representations are discussed by Brauer and Weyl ${ }^{47}$ and by Cartan. ${ }^{48}$ The analogy of the three representations, $D_{4}^{*}$, $D_{4}^{\text {Spin }}$, and $D_{4}^{\left(\text {S. }_{\text {pin }}{ }^{\prime}\right)}$, is known as the principle of triality; see references 45 and 48 .

For completeness we remark that every representation of the circle group is again the circle group. The circle group is not listed in Tables $\mathrm{I}(\mathrm{a})$ and (b).
5. Kronecker products and Lemma 4.1. The following assertion can be readily verified with the help of characters (see Wigner, ${ }^{43}$ Chap. 16): Let $D^{\prime}$ and $D^{\prime \prime}$ be irreducible representations of the compact groups $\mathcal{G}^{\prime}$ and $\mathcal{G}^{\prime \prime}$ respectively; then the Kronecker product $D^{\prime} \otimes D^{\prime \prime}$ is an irreducible representation of the direct product $\mathcal{G}^{\prime} \times \mathcal{G}^{\prime \prime}$. It can also be shown, with the help of the Peter-Weyl theorem (Pontriagin, ${ }^{10}$ Chap. 4) that every irreducible representation of $\mathcal{G}^{\prime} \times \mathcal{G}^{\prime \prime}$ is of this form.

We emphasize that the concepts of direct product and of Kronecker product must be clearly distinguished. Note, e.g., that the Kronecker product $S U_{2} \otimes S U_{2}^{\prime}$ is not a faithful representation of the direct product $S U_{2} \times S U_{2}^{\prime}$, since $\left( \pm E_{2}, \pm E_{2}^{\prime}\right) \rightarrow E_{4}$. Note also that in an irreducible representation of direct products, only one commutative factor can be faithfully represented.

Lemma 4.1 follows at once from the foregoing considerations and from our knowledge of the most general connected compact Lie group; one can readily see that the commutative factors do not enter into the group G .
6. Proof of Lemma 4.2. Let us assume for definiteness that the group $G$ is of the form $\left({ }^{H}{ }_{I}\right)$, where $H$ and $I$ are simple groups; however, our argument is quite general. Consider the subgroup $G$ which consists of matrices of the form ( ${ }^{E}{ }_{q}$ ) where $q \in I$. It is immediate that such matrices define an invariant subgroup of $I$, which necessarily equals $I$, or $E_{I}$,

[^19]or is a proper invariant subgroup which is discrete. In the first case the blocks are independent. In the second case, to each $p \in H$ there corresponds a unique $q \in I$ such that $\left(\begin{array}{c}{ }_{p}{ }_{q}\end{array}\right) \in G$. This defines a homomorphism $H \rightarrow I$. Since $H$ is simple, this is an isomorphism, or a local isomorphism. Similarly, the last case implies a local isomorphism. The lemma follows. (See the foregoing discussions of connectivity and of multivaluedness.)
7. Proof of Lemma 4.3. This lemma depends on the fact that, in a reducible representation, the blocks which are associated with inequivalent representations are uniquely determined. We can state this more explicitly. Let us suppose that a reducible representation breaks into blocks of irreducible representations which act on the respective invariant subspaces

$$
V_{11}, \cdots, V_{1, n(1)}, V_{21}, \cdots, V_{m, n(m)} .
$$

The representations on $V_{i 1}, \cdots, V_{i, n(i)}$ are to be equivalent, but the representations on $V_{i j}$ and $V_{k l}$ are to be inequivalent if $i \neq k$. Then the spaces

$$
V_{i}=V_{i 1} \oplus \cdots \oplus V_{i, n(i)}
$$

are uniquely determined, but further decomposition of $V_{i}$ is not unique. A simple proof is given by Wigner ${ }^{43}$ (Chap. 12) for representations of compact groups, but our assertion has a much more general validity.

Now, the blocks which a symmetry group must contain are all inequivalent, and if

$$
R^{-1}\left(\begin{array}{llll}
A_{1}^{2} e^{-i \phi} & & & \\
& A_{1}^{3} & & \\
& & 1 & \\
& & & A_{1}^{2} e^{i \phi}
\end{array}\right) R \subseteq\left(\begin{array}{ll}
H & \\
& I
\end{array}\right),
$$

then it follows, e.g., that the two vectors $R^{-1}\left(\Xi^{-}\right)$ and $R^{-1}\left(\Xi^{0}\right)$ must both belong to one of the two subspaces defined by the matrices ( ${ }_{I}{ }_{I}$ ). The same applies to the other isomultiplets. We conclude that $\left({ }_{I}^{H}\right)$ is equivalent to a linear group, which has a similar block structure, and which, moreover, satisfies the inclusion requirements. The proof is complete.
8. Proof of Lemma 5.1. Suppose we are given a compact linear group which fulfills the inclusion requirements; then we can find an equivalent group $G$ of unitary matrices. In particular, the matrices which belong to the $I$-spin group and to the strange-ness-like group in the original linear group map onto a group $G^{0}$ of unitary matrices. Now, the
equivalence between $G^{0}$ and its canonical representation can be expressed by a unitary matrix $u$ (Wigner, ${ }^{43}$ p. 78, Theorem 1A). We see that the group $u G u^{-1}$ fulfills the specified requirements, and the proof is complete.
9. Classes of representations. The results that we will describe here are due to Frobenius and Schur ${ }^{49}$ and to Malcev. ${ }^{50}$ [See also Wigner ${ }^{43}$ (Chap. 24), and Dynkin ${ }^{12}$ (Appendix).]

If we are given a representation $D$, then the complex conjugate matrices define a representation $D^{*}$, which may or may not be equivalent to $D$. In the former case, moreover, the equivalence may be expressed by symmetric or by skew-symmetric matrices; the two possibilities are mutually exclusive if $D$ is irreducible.

This classification can also be described as follows. A representation $D$ may or may not leave invariant a nondegenerate bilinear form $(x, y)$ [i.e. $(x, y)=0$ for all $x$ (or for all $y$ ) implies $y=0$ (or $x=0$ )]. In the former case the form may be symmetric, and then $D \subseteq S O_{n}$ (up to equivalence), or the form may be skew-symmetric, and then $D \subseteq S p_{n}$. If $D$ is irreducible, then an invariant, bilinear, nondegenerate form is unique, up to a scalar multiple. We therefore define three classes of representations, which can be conveniently designated as classes $\pm 1$ and 0 :
(a) $D$ is orthogonal if $D^{*}=C D C^{-1}$, where $C=C^{T}$; then $D \simeq D^{\prime} \subseteq S O_{n}$; class +1 ;
(b) $D$ is symplectic if $D^{*}=C D C^{-1}$, where $C=$ $-C^{T}$; then $D \simeq D^{\prime} \subseteq S p_{n} ;$ class -1 ;
(c) $D$ is complex if $D^{*}$ is not equivalent to $D$; class 0 .

One should distinguish between an orthogonal group, i.e. $S O_{n}$, and an orthogonal representation, as defined in (a); this also applies to symplectic groups and representations. In particular, an orthogonal representation need not be real, but it is equivalent to a real one.

If $D$ is reducible, it is still meaningful to say that $D$ does or does not leave invariant a bilinear form, and hence, that it belongs to a class $\pm 1$ or 0 . However, $D$ may now be simultaneously orthogonal and symplectic. For example, the linear group ( ${ }^{S U_{2}}{ }_{S U_{2}}$ ) is symplectic, since $S U_{2}$ is symplectic, and is orthogonal, since it is equivalent to a subgroup of $\mathrm{SO}_{4}$.

The following properties of this classification are relevant to us:

[^20](1) The representation $D \otimes D$ is orthogonal and contains $D^{E}$. Moreover, $D \otimes D^{\prime} \supseteq D^{B}$ implies $D^{\prime}=D^{*}$ if $D$ and $D^{\prime}$ are assumed to be irreducible.
(2) Let an orthogonal (or symplectic) representation be reduced to irreducible components. Then the complex representations occur only in complex conjugate pairs, and the symplectic (or orthogonal) representations, in pairs of equivalent representations. Cf. the foregoing example ( $\left.{ }^{S U_{2}}{ }_{S U_{3}}\right)$.
(3) Let $D^{\prime}$ and $D^{\prime \prime}$ be representations of distinct groups (which may be isomorphic), of classes $\lambda^{\prime}$ and $\lambda^{\prime \prime}$, respectively. Then the representation $D^{\prime} \otimes D^{\prime \prime}$ is of class $\lambda^{\prime} \lambda^{\prime \prime}$.
(4) Let $D^{\prime}$ and $D^{\prime \prime}$ be representations of the same group, of classes $\lambda^{\prime}, \lambda^{\prime \prime} \neq 0$, respectively. Then the representation $D^{\prime} \otimes D^{\prime \prime}$ is of class $\lambda^{\prime} \lambda^{\prime \prime}$.
Statement (1) depends on the fact that a unitary representation leaves invariant a Hermitian form; this is the content of the assertion that $D \otimes$ $D^{*} \supseteq D^{B}$. Statements (3) and (4) express the behavior of symmetry properties of the invariant form, when one makes the extension to the tensor spaces.
The foregoing properties are valid for representations of arbitrary compact groups, and are in no way restricted to Lie groups. One can also make generalizations to noncompact groups.
Of the representations in Tables $I(a)$ and (b), the complex ones are $A_{n}^{n+1}$ (for $n \geq 2$ ) and $A_{2}^{6}$. The representations $A_{1}^{2 m}$ and $C_{n}^{2 n}$ are symplectic; this includes $B_{1}^{\text {Spin }}$ and $B_{2}^{\text {spin }}$. All others are orthogonal. We also note that the nonidentity irreducible representations of the circle group are complex.
10. Decomposition of Kronecker product. The Kronecker product of two representations of the same group is in general reducible, and various examples of this are well known. The following decompositions are relevant to us:
\[

$$
\begin{align*}
& D_{\frac{1}{2} n}^{r} \otimes D_{\frac{1}{2} n}^{p}  \tag{2}\\
& \quad \simeq D_{\frac{1}{2} n}^{E} \oplus D_{\frac{1}{2} n}^{\left.\frac{1}{n} n-1\right)} \oplus D_{\frac{1}{2} n}^{\frac{1}{n(n+1)-1}}
\end{align*}
$$
\]

$$
\begin{align*}
& B_{2}^{\text {spin }} \otimes B_{2}^{\text {spin }}  \tag{3}\\
& \simeq B_{2}^{E} \oplus B_{2}^{0} \oplus B_{2}^{10}, \\
& B_{3}^{\text {spin }} \otimes B_{3}^{\text {sin }}  \tag{4}\\
& \simeq B_{3}^{E} \oplus B_{3}^{r} \oplus B_{3}^{21} \oplus B_{3}^{35},
\end{align*}
$$

$$
\begin{align*}
& A_{n-1}^{n} \otimes A_{n-1}^{n}  \tag{5}\\
& \quad \simeq A_{n-1}^{\frac{1}{n n}(n-1)} \oplus A_{n-1}^{\ln (n+1)}
\end{align*}
$$

$$
\begin{align*}
A_{n-1}^{n} & \otimes A_{n-1}^{n *}  \tag{6}\\
& \simeq A_{n-1}^{E} \oplus A_{n-1}^{n^{2}-1} \\
A_{2}^{8} & \otimes A_{2}^{8}  \tag{7}\\
\quad & \simeq A_{2}^{B} \oplus A_{2}^{8 a} \oplus A_{2}^{8 s} \oplus A_{2}^{10} \oplus A_{2}^{10 *} \oplus A_{2}^{27} \\
G_{2}^{7} & \otimes G_{2}^{7}  \tag{8}\\
& \simeq G_{2}^{E} \oplus G_{2}^{7} \oplus G_{2}^{14} \oplus G_{2}^{27}
\end{align*}
$$

For further examples and for proofs see references 8 and 12 (Appendix), and 42. The first five decompositions correspond to tensors satisfying the familiar symmetry and trace properties. In the decomposition (6), $A_{n-1}^{n^{2}-1}$ can be interpreted as a representation on traceless tensors with components $v_{i} \otimes v_{i}^{*}$. The decomposition (7) is illustrated in Fig. 2. We shall not describe the decompositions (7) and (8) in detail, but we note the following. The two representations $A_{2}^{8 a}$ and $A_{2}^{8 s}$, which are associated with antisymmetric and with symmetric tensors respectively, are equivalent. Consequently the direct sum $A_{2}^{8 a} \oplus A_{2}^{8,}$ can also be decomposed into irreducible subspaces in other ways.

The three representations $D_{4}^{p} \otimes D_{4}^{p}, D_{4}^{\text {Spin }} \otimes D_{4}^{\text {Spin }}$ and $D_{4}^{\left(\text {Spin' }^{\prime}\right)} \otimes D_{4}^{\left(\mathrm{spin}^{\prime}\right)}$ are analogous (in the sense explained in Sec. 4). They are not analogous to representations like $D_{4}^{\mathrm{Sp}_{\mathrm{pin}}} \otimes D_{4}^{\left(\mathrm{spin}^{\circ}\right)}$, but we have no direct interest in the latter representations.

In the case of direct-product groups, we may proceed as follows. Let two representations of $\mathrm{G}^{\prime} \times \mathrm{g}^{\prime \prime}$ be given: $D_{i}^{\prime} \otimes D_{i}^{\prime \prime}$, where $i=1,2$, Then $\left(D_{1}^{\prime} \otimes D_{1}^{\prime \prime}\right) \otimes\left(D_{2}^{\prime} \otimes D_{2}^{\prime \prime}\right)$
$\simeq\left(D_{1}^{\prime} \otimes D_{2}^{\prime}\right) \otimes\left(D_{1}^{\prime \prime} \otimes D_{2}^{\prime \prime}\right)$
$\simeq\left(D_{k}^{\prime} \oplus \cdots \oplus D_{l}^{\prime}\right) \otimes\left(D_{m}^{\prime \prime} \oplus \cdots \oplus D_{n}^{\prime \prime}\right)$.
Here the decomposition of $D_{1}^{\prime} \otimes D_{2}^{\prime}$, or of $D_{1}^{\prime \prime} \otimes D_{2}^{\prime \prime}$, is with reference to $\mathcal{G}^{\prime}$, or to $\mathcal{G}^{\prime \prime}$, respectively.

For the case of nonconnected groups see Appendix C and reference 1 .

A formula describing the decomposition in the general case involving semisimple Lie groups has been given by Brauer. ${ }^{51}$
11. The adjoint representation. The adjoint representation of a Lie algebra is defined as follows. For $X$ and $Y$ in the Lie algebra,

$$
X \rightarrow \operatorname{ad} X, \quad \text { where } \quad(\operatorname{ad} X) Y=[X, Y] .
$$

The relation $[\operatorname{ad} X$, ad $Y]=\operatorname{ad}[X, Y]$ follows from the Jacobi identity. We remark that this representation is fundamental in the study of structure and representations of Lie groups.

[^21]The degree of the adjoint representation equals the dimension of the Lie group, or of the Lie algebra. For $B_{n}$ and $D_{n}$, the adjoint representation is equivalent to that on second rank skew-symmetric tensors; for $A_{n-1}$, the adjoint representation is equivalent to $A_{n-1}^{n^{2}-1}$, mentioned in the foregoing; an example is $A_{2}^{8}$.

The adjoint representation is always orthogonal, since the symmetric form $(X, Y)=\operatorname{tr}(\operatorname{ad} X$ ad $Y)$ is invariant under the action of the group.
12. Weights and Lemma 7.1. Let a semisimple Lie algebra be given, and let us select a maximal commuting set of elements, i.e. a Cartan subalgebra (Appendix A). These elements can be simultaneously diagonalized in a representation. The simultaneous eigenvectors are called the weight vectors, and the set of those eigenvalues, which are associated with a weight vector, is called a weight. The weights and the weight vectors completely describe a representation, and conversely, a representation determines uniquely the structure of the weights. Examples are shown in Figs. 1 and 2. For a fuller discussion, see references 3, 8, 12 (Appendix), and Racah's notes. ${ }^{52}$

Lemma 7.1 follows trivially from the following facts: (a) The set of operators $\left\{T_{3}, Y\right\}$ may be extended to a Cartan subalgebra. (b) An operator $\alpha T_{3}+\beta Y$ will in general have all eigenvalues distinct except for $\Sigma^{0}$ and $\Lambda$, and consequently can be diagonal only with respect to the vectors $p, n$, $\Sigma^{+,-}, \Xi^{0,-}$ and $\Sigma^{0^{\prime}}, \Sigma^{0^{\prime \prime}}$, where the last two vectors are linear combinations of $\Sigma^{0}$ and $\Lambda$.

We make one further remark. If to a certain representation $D$ there corresponds a given weight diagram, then to the complex conjugate representation $D^{*}$, corresponds the diagram obtained by reflection in the origin. (See reference 50.) In particular, a representation is orthogonal or symplectic if and only if it is symmetric with respect to such reflections.
13. Casimir and Racah operators. Given any semisimple Lie algebra, there exists a second-order operator, the Casimir operator, which commutes with every element of the Lie algebra, and so provides a natural generalization of the operator $\mathbf{T}^{2}$ (or of $\mathrm{J}^{2}$ ). The Casimir operator can be defined as $\sum g_{i j} X^{i} X^{i}$, where $g_{i j}$ is the tensor which is determined by the bilinear form $(X, Y)=\operatorname{tr}(\operatorname{ad} X$ ad $Y)$ of the adjoint representation.
If a semisimple Lie algebra is of rank $n$, then one

[^22]can construct a total of $n$ independent operators of orders 2 or higher, which commute with every element of the Lie algebra. A representation of the Lie algebra is then determined by the values which these operators take. These operators, except for the Casimir operator, were first introduced by Racah. ${ }^{52,53}$

## APPENDIX C. NONCONNECTED GROUPS

We will now discuss the structure of nonconnected symmetry groups. Our approach to this subject is based on a theorem of A. H. Clifford. This theorem relates the representation of a group with the restriction to an invariant subgroup, and allows us to determine the possibilities for the nonconnected components of the identities of nonconnected symmetry groups. We remark, however, that relatively little is known about nonconnected Lie groups. For completeness we note a recent article of de Siebenthal. ${ }^{54}$

We first recall that in a topological group the neutral component is an invariant subgroup (Appendix A). The other components are cosets, not subgroups. Next, the following expresses the essentials of Clifford's theorem (reference 42, pp. 159-163).

Theorem. Let a group $G$ and an irreducible representation $D(G)$ be given, and let $\overparen{G}$ be an invariant subgroup of $G$. Then the restriction $D(\widetilde{G})$ [of $D(G)$ to $\widetilde{G}]$ reduces into irreducible representations $d_{i}(\widetilde{G})$ of $\widetilde{G}$ of equal degrees. Any two of these representations, say $d_{1}$ and $d_{2}$, are conjugate in the sense that

$$
\begin{equation*}
d_{2}(t)=d_{1}\left(s t s^{-1}\right) \tag{C.1}
\end{equation*}
$$

for all $t \in \tilde{G}$ and for a suitable $s \notin \tilde{G}$. The two members of this equation are to be interpreted as matrices, taken with reference to appropriate bases. Further, the number of irreducible components of $D(\widetilde{G})$ cannot be greater than the index $G / \widetilde{G}$ (if this index is finite).

The spaces which are associated with the representations $d_{i}(\widetilde{G})$ are known as systems of imprimitivity. ${ }^{55}$

Equation (C.1) shows that the elements of $d_{1}(\widetilde{G})$ and $d_{2}(\widetilde{G})$ range over the same set of matrices, if the bases are appropriately chosen. The meaning of this equation can be best illustrated by an example. Consider the group generated by the elements

$$
t_{\phi}=\left(\begin{array}{cc}
e^{i \phi} & \\
e^{-i \phi}
\end{array}\right), \quad s=\binom{1}{1} .
$$

[^23]This group is equivalent to $O_{2}^{ \pm}$. The elements $t_{\phi}$ form an invariant subgroup, and if

$$
d_{1}\left(t_{\phi}\right)=e^{i \phi}, \quad d_{2}\left(t_{\phi}\right)=e^{-i \phi},
$$

then

$$
d_{2}\left(t_{\phi}\right)=d_{1}\left(s t_{\phi} s^{-1}\right)
$$

Here the two representations $d_{1}$ and $d_{2}$ of ( $t_{\phi}$ ) are not equivalent, and this is ordinarily the case.

It follows from Clifford's theorem that $\operatorname{dim}\left(d_{k}\right)$ is a divisor of $\operatorname{dim}(D)$. However, if the group $A_{1}^{3}$ acting on the $\Sigma$ 's is to be included, then $\operatorname{dim}\left(d_{k}\right) \geq 3$. We see that we have these possibilities for a symmetry group $G$, having the component of the identity $\tilde{G}$ [we may identify here $G$ with $D(G)]:$
(1) $\widetilde{G}$ is irreducible;
(2) $\operatorname{dim} G=6$ or 8 , and $G$ breaks into two blocks $d_{1}(\widetilde{G})$ and $d_{2}(\widetilde{G})$, each of degree 3 or 4 , respectively;
(3) $\operatorname{dim} G=4, \widetilde{G}$ breaks into two blocks $d_{1}(\widetilde{G})$ and $d_{2}(\tilde{G})$, each of degree 2 , and $G$ is a partial symmetry for $N$ and $\Xi$ (so that the $\Sigma$ 's are not involved).

Case (1) will not be discussed further. For cases (2) and (3) we may use groups from Tables I(a), (b) and II, and also the circle group. Lemma 4.2 is applicable here, but we have the additional restriction that the blocks $d_{1}(\widetilde{G})$ and $d_{2}(\widetilde{G})$ involve the same elements. We are therefore led to these alternatives:
(a) The elements in the two blocks $d_{1}(\widetilde{G})$ and $d_{2}(\widetilde{G})$ vary independently.
(b) An element of one block determines the element in the other block. The matrices in $G$ are therefore of the form $\left({ }^{\top}{ }_{f(\tau)}\right)$, with the two sets $\{\tau\}$ and $\{f(r)\}$ identical. An examination of the linear groups of degree 4 or less now shows that we must have, up to equivalence,

$$
f(\tau)=\tau \quad \text { or } \quad f(\tau)=\tau^{*}
$$

(c) The blocks $d_{i}(G)$ are Kronecker product groups, with (a) applicable to some of the factors, and (b) to others. For groups of degree 4 or less, the only Kronecker products are those in which one of the factors is a circle group, and also $A_{1}^{2} \otimes\left(A_{i}^{\prime}\right)^{2}$. The last alternative corresponds to the group $M$.

We now see that all possibilities for the connected components of the identities of nonconnected groups are included in Table III.

In the remainder of this appendix we will consider only the three groups $K, L$, and $M$, defined in Table VI. We recall that

$$
K \simeq S U_{2} \otimes O_{2}^{ \pm}
$$

Let us discuss now the classes to which these linear groups belong. We easily see that $K$ is of class -1 ,
i.e. is symplectic, since $S U_{2}$ and $O_{2}^{ \pm}$are of class - 1 and +1 , respectively. It is also trivial that $L$ is complex. With regard to $M$, we first observe that the connected component $M_{0}$ is orthogonal, and that $R_{5}=\left({ }_{E}{ }^{E}\right) \in S O_{8}$. We can show that $M$ is orthogonal by finding a matrix $q$ such that, simultaneously,

$$
q M_{0} q^{-1} \subseteq S O_{8} \quad \text { and } \quad q R_{8} q^{-1} \in S O_{8}
$$

But the structure of $M_{0}$ allows us to satisfy the first of these conditions by a matrix of the form ( ${ }^{e}{ }_{0}$ ), and the second condition then also is fulfilled. We summarize:
$K$ is symplectic, $L$ is complex, $M$ is orthogonal.
Finally, let us consider the decomposition of Kronecker product representations. (We can assume here the underlying group to be isomorphic to the linear group in question.) Clifford's theorem applies also to the irreducible representations of the nonconnected groups. In particular, the connected component of the identity may reduce into two blocks, or be irreducible. We can illustrate this easily for the group $O_{2}^{ \pm}$:

$$
O_{2}^{*} \otimes O_{2}^{*}=D^{E} \oplus O_{2}^{*} \oplus D^{p s}
$$

where $D^{p s}$ denotes the pseudoscalar representation. The connected component of the identity reduces into two blocks in the representation $O_{2}^{*}$, and is irreducible in $D^{E}$ and $D^{p s}$.

From the foregoing decomposition we may obtain the decompositions of products of representations of $K$. We will not discuss the decompositions for $L$ and $M$, but these two groups do not present any special difficulties.

## appendix D. PROOFS OF INCLUSION RELATIONS

We will now prove the relations of inclusion (and of noninclusion) which were asserted in Sec. 5. We will first establish that the groups, which we asserted to be symmetry groups, satisfy the perscribed requirements. Next we shall show that the remaining irreducible groups do not satisfy the requirements. Then we shall establish the inclusions among the symmetry groups. We emphasize once more that a knowledge of the classes of representations is basic for much of this appendix; however, these classes are little used in the proofs we present first.

We now want to establish that each of the groups in Table VII contains ( $I$-spin) $\times$ (hypercharge gauge, perhaps modified) as a subgroup. We first recall that the two groups $G_{H R}$ and $G_{D A}$ fulfill this
requirement, ${ }^{19-21}$ and that they are defined as follows:

$$
\begin{gathered}
G_{H R}=\left(\begin{array}{lll}
A_{1}^{2} \otimes\left(A_{1}^{\prime}\right)^{2} & & \\
& & A_{1}^{3} \\
& & \\
& & A_{1}^{E}
\end{array}\right) \text { w.r.t. }\left[\begin{array}{c}
N \\
\Xi \\
\Sigma \\
\Lambda
\end{array}\right], \\
G_{D A}=\left(\begin{array}{ccc}
A_{1}^{2} e^{-i \phi} & & \\
& A_{1}^{2} \otimes\left(A_{1}^{\prime}\right)^{2} & \\
& & A_{1}^{2} e^{i \phi}
\end{array}\right] \text { w.r.t. }\left[\begin{array}{c}
\Xi \\
\Sigma \\
\Lambda \\
N
\end{array}\right],
\end{gathered}
$$

and moreover,

$$
A_{1}^{2} \otimes\left(A_{1}^{\prime}\right)^{2} \simeq S O_{4}
$$

In a number of cases the required inclusion can be easily established by comparison with $G_{H R}$ and $G_{D A}$, if the two latter symmetries are taken with reference to a subset of the baryons. We will now consider the groups by degrees. The inclusions for $A_{n}^{n+1}=$ $S U_{n+1}$ are trivial, and these groups will not be mentioned.

Degree 4: (a) For $K$ the assertion is trivial; (b) for $B_{2}^{\text {spin }}$ note that $K \simeq A_{1}^{2} \otimes O_{2}^{*}$ is of class $(-1)(+1)=$ $(-1)$, therefore $K \subseteq S p_{4}=B_{2}^{\text {sinin }} ;\left(\right.$ c) for $A_{1}^{2} \otimes$ $\left(A_{1}^{\prime}\right)^{2}$, cf. the groups $G_{H R}$ and $G_{D A}$.

Degree 5: Note that $B_{2}^{x}$ contains $\mathrm{SO}_{4}$ as a subgroup, and compare with $G_{H R}$.

Degree 6: (a) For $L$ the assertion is trivial; (b) for $A_{1}^{2} \otimes A_{2}^{3}$, we have as a subgroup

$$
A_{1}^{2} \otimes\left(\begin{array}{ll}
\left(A_{1}^{\prime}\right)^{2} & \\
& e^{i \phi} E_{2}
\end{array}\right) e^{-i \phi / 3}
$$

The factor $e^{-i \phi / 3}$ can be ignored, and compare with $G_{D_{A}}$.

Degree 7: (a) For $G_{2}^{7}$ see Behrends et al. ${ }^{8,17}$ (The inclusion also follows from the weight diagram, Fig. 1, which we do not establish.) (b) For $B_{3}^{0}$, compare with $G_{H R}$. Alternately, $G_{2}^{7}$ is of class +1 , and therefore $G_{2}^{7} \subseteq B_{3}^{\mathrm{v}}$.

Degree 8: (a) The group $A_{2}^{8}$ has been discussed elsewhere, ${ }^{8,13,14}$ but we shall indicate a simple proof. We first note that $A_{2}^{3} \otimes A_{2}^{3 \cdot} \simeq A_{2}^{8} \oplus A_{2}^{E}$. Now, $A_{2}^{3}$ includes as a subgroup $D=\left(A_{1}^{2} e^{i \phi / 3} \oplus e^{-2 i \phi / 3}\right)$. We examine $D \otimes D^{*}$ and obtain the desired conclusion. (b) For $M$, compare with $G_{H R}$ or with $G_{D A}$. (See also reference 1.) (c) We shall establish below that all of the groups of degree 8 listed in Table VII, except $A_{2}^{8}$ and $B_{3}^{\text {Sin }}$, contain $M$ as a subgroup, and therefore are symmetry groups. The group $B_{3}^{\text {sin }}$ contains as a subgroup $M_{0}$, the connected component of $M$, and the same conclusion is valid.

The inclusions for reducible symmetries can be easily established by similar considerations.

Let us now prove noninclusions for those groups of Tables I(a), (b), and II which are not listed in Table VII. These proofs are based on two kinds of argument. The first consists of a direct examination of the diagonal elements of a group, and of showing in this way that the diagonal elements which we require are not contained in the group. This argument can be applied to $A_{2}^{6}$ and to $A_{1}^{2} \otimes\left(A_{1}^{\prime}\right)^{4}$. The diagonal elements of $A_{2}^{6}$ can be found with the help of the relation $A_{2}^{3} \otimes A_{2}^{3} \simeq A_{2}^{6} \oplus A_{2}^{3^{*}}$.

The second type of argument depends on the fact that a representation of class -1 cannot decompose in such a way, that each of $A_{1}^{3}$ and $A_{1}^{E}$ occurs an odd number of times. This argument is applicable to $B_{2}^{\text {spin }}$ for $\Sigma$ and $\Lambda$, to $C_{3}^{6}$, to $A_{1}^{2} \otimes\left(A_{1}^{\prime}\right)^{2} \otimes\left(A_{1}^{\prime \prime}\right)^{2}$, and to $C_{4}^{8}$.

If one of the two groups, $I$-spin or modified hypercharge gauge, is not included, then for brevity we omit the proof of the inclusion or noninclusion of the other group.

We shall not examine in detail the nonconnected groups, but this would present no difficulties. However, we give an example of a group which contains as subgroups the $I$-spin group and a modified gauge group, but not both groups simultaneously. Indeed, consider the group, of degree 6 , which splits into two independent blocks $S U_{3}$ and $S U_{3}^{\prime}$. The $I$-spin group is contained if we arrange the baryons as $N-\Lambda$ and $\Sigma$, and the modified hypercharge gauge group, if we arrange them as, e.g., $p-\Lambda-\Sigma^{+}$and $n-\Sigma^{-}-\Sigma^{0}$.

Let us now turn to the inclusions among the symmetry groups. (An inclusion $D \subseteq D^{\prime}$ is to be understood, of course, as the inclusion $D_{0} \subseteq D_{0}^{\prime}$ for some representations $D_{0}$ and $D_{0}^{\prime}$ equivalent to $D$ and $D^{\prime}$ respectively.) We prove first the inclusions which are asserted in Table VIII, i.e. the inclusions among the irreducible symmetry groups. For degrees 3,5 , and 6 , the assertions are trivial. For degrees 4 and 7, the assertions follow at once from our knowledge of the classes to which the representations belong. The groups of degree 8, however, require a more detailed examination.

We first use Dynkin's ${ }^{12}$ analysis of the inclusions among simple irreducible linear groups. He shows that, for groups of class +1 , the relation $D^{\prime} \subseteq$ $D^{\prime \prime} \subseteq S O_{n}$ holds only in special cases, which he tabulates. His work shows that $A_{2}^{8}$ is not included in $B_{3}^{\text {Spin }}$. Next, the noninclusion of $A_{2}^{8}, B_{3}^{\text {spin }}$ and $D_{4}^{8}$ in $A_{1}^{2} \otimes A_{3}^{4}$ follows from the fact that an inclusion would imply a Kronecker product decomposition of a simple group. (See also Dynkin, ${ }^{12}$ Theorem 2.2.)

On the other hand, the inclusion of $A_{1}^{2} \otimes B_{2}^{\text {sin }}$ is trivial. The noninclusion of $A_{1}^{2} \otimes A_{3}^{4}$ (and of $A_{7}^{8}$ ) in $D_{4}^{8}$, and the inclusion of the other groups, follows by considering the classes of the representations. Let us show next that $M \subseteq A_{1}^{2} \otimes B_{2}^{\text {spin }}$. We define $B_{2}^{\mathrm{Soin}}=S p_{4}$ by the matrix $J=\left({ }^{J_{2}}{ }_{J_{2}}\right)$. The relation $A_{1}^{2}=S p_{2}$ shows that the connected component $M_{0}$ of $M$ is a subgroup of $A_{1}^{2} \otimes B_{2}^{\text {spin }}$. For the discrete generator, we note that $R_{8}=$ $E \otimes\left({ }_{k}{ }^{E}\right) \in A_{1}^{2} \otimes B_{2}^{\text {spin }}$, and this proves the inclusion of $M$. Finally, let us consider the group $B_{3}^{\text {spin }}$. It is easy to show directly, by using generators, that $B_{3}^{\text {spin }}$ contains the connected component $M_{0}$ of $M$. Further, $B_{3}^{\text {sinin }}$ does not contain $A_{1}^{2} \otimes B_{2}^{\text {spin }}$, since otherwise we would have a locally isomorphic representation of $A_{1}^{2} \otimes B_{2}^{\text {spin }}$ of degree 7 , and of class +1 , and this would be a contradiction. However, it seems difficult to determine whether the discrete generator $R_{5}$ can belong to $B_{3}^{\text {spin }}$ if a suitable choice for this (linear) group is made.

The inclusions which are asserted in Table X can be studied along similar lines. We make these observations: (a) A reducible group cannot contain an irreducible group as a subgroup; (b) The group $A_{1}^{2} \otimes A_{3}^{4}$ cannot contain $H_{G}$ as a subgroup, for reasons stated in the foregoing. This kind of argument applies also to a few other cases. (c) The inclusion of $H_{G}$ in $B_{3}^{\text {spin }}$ follows from our knowledge or representations of $G_{2}$ of degrees 8 or less, or from the fact that $G_{2}^{7} \subseteq B_{3}^{\gamma}$. (See also reference 17.) The inclusions which relate the groups $H_{A}, H_{B}$, $H_{G}, J_{N}$, and $J_{\Xi}$ can now be established easily.
There remain the groups $\bar{K}, K_{D A}, G_{H R}, G_{D A}$, and $M_{0}$. The noninclusions for $\bar{K}$ and $K_{D A}$ follow from the fact that these groups contain one (and only one) symplectic block, the group $K$. These groups consequently cannot be contained in an orthogonal representation. Moreover, these groups are not contained in $A_{1}^{2} \otimes A_{3}^{4}$, since they can be expressed by matrices $m_{2 \times 2} \otimes m_{4 \times 4}$ only if det $\left(m_{4 \times 4}\right)=-1$.

Let us now consider the groups $G_{H R}, G_{D A}$, and $M_{0}$. We recall that $M_{0} \subseteq B_{3}^{\text {spin }}$. Further, $G_{H R}$ is not contained in $H_{G}$ nor in $A_{2}^{8}$. This may not seem obvious, but can be easily established by a comparison of the weight structures of the Lie algebras. The other inclusions for these groups are trivial.

With regard to the group $K^{\prime}$, we note that the matrices ( ${ }^{-i \phi}{ }_{e^{i \phi}}$ ) and $\left({ }_{-1}{ }^{1}\right) \in\left(A_{1}^{\prime}\right)^{2}$, and therefore $K^{\prime} \subseteq A_{1}^{2} \otimes\left(A_{1}^{\prime}\right)^{2}$. The assertions which we made in Table XI follow easily.
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#### Abstract

A local quantum field which has a complete asymptotic field of mass $m$, and whose truncated vacuum expectation values vanish beyond some order, can lead to no scattering or reactions.


## INTRODUCTION AND PROOF OF THEOREM

THERE have been continuing efforts on the part of field theorists to find a model which satisfies the general requirements of local quantum field theory, ${ }^{1}$ and leads to scattering and reactions. Up to now these efforts have not been crowned with success. However, some progress has been made, mainly in four directions: (a) models which show what can exist mathematically but do not lead to interaction; (b) models which lead to interaction, but fail to satisfy some of the general requirements; (c) models which shed light on the relations, if any, between different requirements; and (d) studies which show that certain simplifying assumptions do not allow interactions to occur. We will refrain from discussing and referring to the sizable and growing literature on this subject; such a discussion might be done more appropriately in a systematic review article.

The present article falls in category (d) above. We prove:

Theorem. A local quantum field which has a complete asymptotic field of mass $m$, and whose truncated vacuum expectation values vanish beyond some order $N$, can lead to no scattering or reactions.

We first give our proof, and then remind the reader of the definition and heuristic significance of truncated vacuum expectation values. For simplicity, we consider the case of a single neutral scalar field; however, the result is true more generally.

Proof of theorem. Glaser, Lehmann, and Zimmermann $^{2}$ have shown that if the in field of a local

[^24]quantum field theory is complete, then the Heisenberg field has the expansion
\[

$$
\begin{align*}
& A(x)=A_{\mathrm{in}}(x)+\sum_{n=2}^{\infty} \frac{1}{n!} \\
& \quad \times \int d x_{1} \cdots d x_{n} K_{x_{1}} \cdots K_{x_{n}} r\left(x ; x_{1}, \cdots x_{n}\right) \\
& \quad \times: A_{\mathrm{in}}\left(x_{1}\right) \cdots A_{\mathrm{in}}\left(x_{n}\right): \tag{1}
\end{align*}
$$
\]

where $\kappa_{x}=-\left(\square_{x}+m^{2}\right)$, and

$$
\begin{aligned}
& r\left(x ; x_{1}, \cdots x_{n}\right)=(-i)^{n} \sum_{\substack{\text { peran. ot } \\
x_{1} \cdots z_{n}}} \theta\left(x-x_{1}\right) \cdots \\
& \quad \times \theta\left(x_{n-1}-x_{n}\right)\left\langle\left[\cdots\left[A(x), A\left(x_{1}\right)\right], \cdots A\left(x_{n}\right)\right]\right\rangle_{0}
\end{aligned}
$$

is the retarded multiple-commutator function.
We use a result due to Araki, Ruelle, and Steinmann $^{3}$ which states that the $r$ functions have contributions only from their truncated parts, i.e.

$$
\begin{aligned}
& r\left(x ; x_{1}, \cdots x_{n}\right)=(-i)^{n} \sum_{\substack{\text { perm. of } \\
x_{1}, \cdots x_{n}}} \theta\left(x-x_{1}\right) \cdots \\
& \quad \times \theta\left(x_{n-1}-x_{n}\right)\left\langle\left[\cdots\left[A(x), A\left(x_{1}\right)\right], \cdots A\left(x_{n}\right)\right]\right\rangle_{T},
\end{aligned}
$$

where $\left\rangle_{T}\right.$ stands for truncated vacuum expectation value.

On the basis of this result, the vanishing of the truncated vacuum expectation values beyond order $N$ implies that the expansion of the Heisenberg field [Eq. (1)] terminates at $n=N-1$. Then $A_{\text {out }}(x)$ has the following finite degree expansion in $A_{\text {in }}(x):$

$$
\begin{aligned}
& A_{\text {out }}(x)=A_{\text {in }}(x) \\
& \quad+\sum_{n=2}^{N-1} \frac{1}{n!} \int d x^{\prime} d x_{1} \cdots d x_{n} \Delta\left(x-x^{\prime}\right) K_{x}, K_{x_{1}} \cdots \\
& \quad \times K_{x, n} r\left(x^{\prime} ; x_{1}, \cdots x_{n}\right): A_{\text {in }}\left(x_{1}\right) \cdots A_{\text {in }}\left(x_{n}\right):,
\end{aligned}
$$

[^25]and according to a folk lemma ${ }^{4} S=\mathbb{1}, A_{\text {out }}(x)=$ $A_{\text {in }}(x)$, which means that there is no scattering or reactions.

## DEFINITION AND HEURISTIC SIGNIFICANCE OF TRUNCATION

Truncated vacuum expectation values are defined recursively by the implicit equations

$$
\begin{aligned}
\langle A(1) & \cdots A(n)\rangle_{0}=\langle A(1) \cdots A(n)\rangle_{T} \\
& +\sum\langle A(1) \cdots A(j)\rangle_{T} \cdots\langle A(l) \cdots A(n)\rangle_{T},
\end{aligned}
$$

where the sum runs over all divisions of $1, \cdots n$ into two or more groups, in such a way that the numbers increase to the right. Divisions, such as $(1,3, \cdots)(2,4, \cdots)$, in which the numbers in different groups interleave, must be included. The
${ }^{4}$ O. W. Greenberg, J. Math. Phys. 3, 31 (1962).
definition of truncation has been chosen so that the truncated vacuum expectation values differ from the ordinary ones by having had the contributions from vacuum intermediate states subtracted in a symmetric way. Truncated vacuum expectation values correspond to the connected graphs in perturbation theory. Thus the theorem under discussion in this paper shows that a theory with scattering or reactions must have nonvanishing connected graphs with arbitrarily many external lines.
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#### Abstract

It has been pointed out by Wigner that the consistency requirement between the Lagrange and Heisenberg equations of motion does not uniquely determine the canonical commutation relations, at least for one-dimensional systems. It is shown here that this ambiguity does not arise in local field theory whose basic equal-time commutators commute with the translation operator.


## I. INTRODUCTION

IN the course of investigating ${ }^{1}$ the nature of the axioms underlying the Schwinger Action Principle, ${ }^{2}$ it was found that the equal time (anti) commutator between a field and its conjugate momentum, $\left[\phi(r), \pi\left(r^{\prime}\right)\right]_{\star}$, could only be reduced to the form

$$
\begin{equation*}
\left[\phi(\mathbf{r}), \pi\left(\mathbf{r}^{\prime}\right)\right]_{*}=i \delta^{3}\left(\mathbf{r}-\mathbf{r}^{\prime}\right)[1+F] \tag{1}
\end{equation*}
$$

where $F$ is not necessarily a $c$ number. This reduction was performed on the basis of quite general assumptions, as described in reference 1.

In attempting to see whether $F$ could be forced to zero purely on consistency grounds (rather than by an additional postulate), the freedom of performing arbitrary unitary transformations in the theory was employed. Thus, consider the change generated by the infinitesimal operator $U \simeq 1+$ $i G\left(G^{+}=G\right), G=\int d^{3} r\left[f_{1}(\phi, \pi) \delta \phi+f_{2}(\phi, \pi) \delta \pi\right]$. The fundamental commutation relations then enable one to evaluate the change $\Delta R$ of any function $R(\phi, \pi)$, according to the definition $\Delta R \equiv-i[G, R]$. In general, $\Delta R$ will involve the operator $F$. For the special case in which $R$ is taken to be the Hamiltonian $H$ of the system, this change may be explicitly evaluated in another way using the Heisenberg equations of motion. Thus, in

$$
\begin{equation*}
\Delta H=i[H, G]=d G / d t, \tag{2}
\end{equation*}
$$

the time derivative $d G 7 d t$ depends on $\phi$ and $\dot{\pi}$. The latter derivatives may be evaluated by using the (by assumption) identical Lagrange equations in which $F$ does not enter. The consistency of the two evaluations provides a stringent requirement on $F$. Indeed, if $F$ is to be a $c$ number, the above condition requires it to vanish (as will be shown below); however, $q$-number $F$ 's could not be so

[^26]eliminated. An example of this situation had, in fact, been given some time ago by Wigner ${ }^{3}$ for the one-dimensional harmonic oscillator. Here, consistency between commutation relations and equations of motion still allowed $F$ to be any one of a one-parameter class of operators,
$$
F=\left(2 E_{0} / \hbar \omega-1\right) \exp \left[i \pi\left(H-E_{0}\right) / \hbar \omega\right],
$$
( $E_{0}$ arbitrary ${ }^{4}$ ) anticommuting with both $p$ and $q$. However, we show here that, for local field theory whose basic equal-time commutators commute with the translation operator, $F$ is necessarily zero in order that the Lagrange and Heisenberg equations agree.

## II. DERIVATION

Consider the general field theoretical system in first-order form. ${ }^{1}$ For convenience, the field variables (which may be taken to be Hermitian) may be arranged in a column symbol array with entries $\chi_{a}(x),(a=1 \cdots N)$. In the first-order description, the $\chi_{a}$ include both the field amplitudes and their conjugate momenta. Thus, the equal-time commutator (or anticommutator) $\left[\chi_{a}(\mathbf{r}), \chi_{b}\left(\mathbf{r}^{\prime}\right)\right]_{\star}$ includes all the usual commutation (or anticommutation) relations. In general, however, not all field variables are independent, some being functions of the rest if some of the Lagrange equations are constraint equations. The independent variables in the general case will be denoted by $\phi_{a}, a=1 \cdots M$, $M \leq N$. The commutators $\left[\phi_{a}(\mathbf{r}), \phi_{b}\left(\mathrm{r}^{\prime}\right)\right]_{-}$are then a complete set of relations; any commutators involving the dependent variables are determined by them. In general, one may write

$$
\begin{equation*}
\left[\phi_{a}(\mathbf{r}), \phi_{b}\left(\mathbf{r}^{\prime}\right)\right]_{ \pm}=i f_{a b} \delta^{3}\left(\mathbf{r}-\mathbf{r}^{\prime}\right), \tag{3}
\end{equation*}
$$

[^27]where $f_{a b}$ may be an operator. The term $\delta^{3}\left(\mathbf{r}-\mathbf{r}^{\prime}\right)$ is a consequence of the locality assumption. ${ }^{5}$ It is also assumed that $f_{a b}$ is independent of the center of mass coordinate $\mathbf{r}+\mathbf{r}^{\prime}$. This assumption of translational invariance ${ }^{6}$ is equivalent to requiring that $f_{a b}$ and the translation generator of the theory $U$ commute, so that the commutators at all space points are numerically equal. This form of the translational invariance requirement is stronger than one in which the commutators are just required to be form invariant under translation. (The latter condition could be satisfied by an operator $f_{a b}$, depending on $\mathbf{r}+\mathbf{r}^{\prime}$ and translated by $U$.) For (anti) commutators, the operators $f_{a b}$ must be (skew-) Hermitian in the Hilbert space, and symmetric (antisymmetric) in the matrix indices $a b$. To prove that $f_{a b}$ is, in fact, a $c$-number matrix, consider the double "commutator"
\[

$$
\begin{equation*}
K \equiv\left[\phi_{a}(\mathbf{r}),\left[\phi_{b}\left(\mathbf{r}^{\prime}\right), \phi_{c}\left(\mathbf{r}^{\prime \prime}\right)\right]_{\star}\right], \tag{4}
\end{equation*}
$$

\]

where the $\pm$ signs refer to the Fermi (Bose) cases. The quantity $K$ vanishes for $r \neq r^{\prime}, r^{\prime \prime}$ by the locality condition. However, from Eq. (3) one sees that

$$
\begin{equation*}
K=\left[\phi_{a}(\mathbf{r}), f_{b c}\right] i \delta^{3}\left(\mathbf{r}^{\prime}-\mathbf{r}^{\prime \prime}\right) \tag{5}
\end{equation*}
$$

Choosing $\mathbf{r}^{\prime}=\mathbf{r}^{\prime \prime}=\mathbf{a}$ and $\mathbf{r} \neq a$, one sees that $f_{b c}$ commutes with $\phi_{a}(\mathbf{r})$, except perhaps at $\mathbf{r}=a$. However, repeating the argument with $\mathbf{r}^{\prime}=\mathbf{r}^{\prime \prime}=\mathrm{b}$, $\mathbf{r} \neq \mathbf{b}$ and $\mathbf{b} \neq \mathbf{a}$, implies that $f_{b c}$ commutes with $\phi_{a}(r)$ at $r=a$ also, i.e., throughout all three-space. Since $\phi_{a}(\mathrm{r})$ represents all the independent variables of the theory, this implies that $f_{b c}$ is a $c$ number. ${ }^{7}$

At this stage, then, $f_{a b}$ is a matrix in (ab) space with $c$-number coefficients. To show that these coefficients are indeed the conventional ones, we compare the Lagrange and Heisenberg field equations, as discussed in Sec. I. Consider the commutator $\left[H[\phi], G_{\phi}\right]$ between the Hamiltonian $H=\int \mathscr{H}(\phi) d^{3} r$ (which is again only a function of the $\phi_{a}$ ) and the Hermitian operator $G_{\phi}=\int \phi_{a} C_{a b} \bar{\delta} \phi_{b} d^{3} r$. Here $C_{a b}$ is any nonsingular (anti) symmetric matrix and

[^28]$\bar{\delta} \phi_{b}$ is an arbitrary infinitesimal quantity (anti) commuting with the $\phi_{a}$ themselves. The operator $G_{\phi}$ may be viewed as the generator of a unitary transformation $U \simeq 1+i G_{\phi}$ which sends $\phi_{a}$ into $\phi_{a}+i / 2(f C)_{a b} \bar{\delta} \phi_{b}$. That is,
\[

$$
\begin{equation*}
U^{-1} \phi_{a} U \simeq \phi_{a}-i\left[G_{\phi}, \phi_{a}\right]=\phi_{a}+(f C)_{a b} \bar{\delta} \phi_{b}, \tag{6}
\end{equation*}
$$

\]

upon using Eq. (3) to evaluate the commutator. Therefore,

$$
\begin{equation*}
U^{-1} H[\phi] U \simeq H[\phi+(f C) \bar{\delta} \phi] . \tag{7}
\end{equation*}
$$

To first order, then, Eq. (7) reads

$$
\begin{align*}
&-i\left[G_{\phi}, H\right]=H[\phi+f C \bar{\delta} \phi]-H[\phi] \\
&=\int d^{3} r(\delta H / \delta \phi) f C \bar{\delta} \phi \tag{8}
\end{align*}
$$

On the other hand, using the fact that $H$ generates the time motion, we have ${ }^{8}$
$-i\left[G_{\phi}, H\right]=-i \int[\phi, H] C \bar{\delta} \phi=\int d^{3} r \dot{\phi} C \bar{\delta} \phi$.
Since the Lagrange equation reads, in first-order form, ${ }^{9}$

$$
\begin{equation*}
\dot{\phi}=(\delta H / \delta \phi) A^{0}, \tag{10}
\end{equation*}
$$

where $A^{0}$ is a particular nonsingular matrix characteristic of the spin of the system, Eqs. (8) and (10) together imply that $f=A^{0}$ (since $C$ has an inverse). This value of $f$ is, in fact, the conventional one. For scalar theory, for example,

$$
\begin{gathered}
\phi_{a}=(\phi, \pi) ; \\
A^{0}=\left(\begin{array}{rr}
0 & -1 \\
1 & 0
\end{array}\right),
\end{gathered}
$$

so that

$$
\begin{align*}
& {\left[\phi(\mathbf{r}), \phi\left(\mathbf{r}^{\prime}\right)\right]=0=\left[\pi(\mathbf{r}), \pi\left(\mathbf{r}^{\prime}\right)\right],}  \tag{11}\\
& {\left[\phi(\mathbf{r}), \pi\left(\mathbf{r}^{\prime}\right)\right]=i \delta^{3}\left(\mathbf{r}-\mathbf{r}^{\prime}\right) .}
\end{align*}
$$

In particle systems, the above type of derivation does not determine $f$ uniquely, since the locality and translational invariance conditions are not, in general, available. Thus in field theory these conditions imply that the $f_{a b}$ for two different "degrees of freedom," represented by the fields at two different

[^29]space points, is the same (i.e., $f_{a b}$ is independent of $r$ ). In ordinary quantum mechanics, no simple requirement forcing $f$ to be the same for all the (discrete) degrees of freedom is available. ${ }^{10}$ Of course, to the

[^30]extent that ordinary quantum mechanics can be viewed as the limit of local field theory, our results also apply to it.

Finally, it should be noted that the derivation used here did not utilize the spin-statistics connection. From the result $f=A^{0}$, the connection then follows as a consequence of the symmetry properties of $A^{0}$ and certain assumptions on TCP invariance, as in reference 1.
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#### Abstract

The high-energy behavior for a certain class of Feynman diagrams is determined. The results obtained indicate that Regge-type behavior of scattering amplitude may be associated with the existence of $M$-particle bound states for arbitrary $M$.


## I. INTRODUCTION

IT has recently been proposed by Gell-Mann and Goldberger ${ }^{1}$ that conventional field theory may predict high-energy behavior of scattering amplitudes in agreement with the existence of Regge poles. ${ }^{2}$ The work of Lee and Sawyer ${ }^{3}$ on the BetheSalpeter equation in the ladder approximation, and that of Federbush and Grisaru, and Polkinghorne ${ }^{4}$ on high-energy behavior in perturbation theory lends credence to this proposal.
In the present work we investigate the highenergy behavior of a class of scattering amplitudes using methods of field theory developed by FG. The relationship between our results in perturbation theory and the concepts of Regge polology is discussed.

[^31]
## II. ASYMPTOTIC BEHAVIOR

We consider the diagram of Fig. 1 and calculate the behavior of the corresponding amplitude for large $s$ and fixed $t$, where we define:

$$
\begin{gather*}
s=\left(K_{M 0}-K_{M, N+1}\right)^{2}, \quad t=\left(K_{10}+K_{M 0}\right)^{2},  \tag{1}\\
p q=\mathrm{pq}-p_{0} q_{0} .
\end{gather*}
$$

We take all masses equal to $m$, and the coupling in the Lagrangian is of the form $g_{(3)} \phi^{3}+g_{(4)} \phi^{4}$.


Fig. 1. $T=K_{10}+K_{M O}=K_{M, N+1}+K_{1, N+1}$.
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[^33]
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Fig. 1. $T=K_{10}+K_{M O}=K_{M, N+1}+K_{1, N+1}$.

The scattering amplitude $F$ is defined by

$$
\begin{align*}
S=1+i(2 \pi)^{4} \delta & \delta\left(K_{10}+K_{M 0}-K_{M, N+1}-K_{1, N+1}\right) \\
& \times\left[(2 \pi)^{-\frac{1}{4}}\right]^{4}\left(16 E_{1} E_{2} E_{9} E_{4}\right)^{-\frac{1}{2}} F . \tag{2}
\end{align*}
$$

In Fig. 1, the Greek letters in the diagram associated with each internal line correspond to the numbering of the Feynman parameters. The Feynman amplitude $F_{N}^{M}$ is easily seen to be

$$
\begin{align*}
F_{N}^{M}=g_{(3)}^{2(N+M)} g_{(4)}^{(M-1)(N-1)}\left[\frac{\pi^{2}}{(2 \pi)^{4}}\right]^{N M}(-1)^{M+1}(N & +M-1)! \\
& \times \int_{0}^{1} \cdots \int_{0}^{1} \frac{\left[\operatorname{Disc}_{N}^{M}\right]^{N+M-2} \delta\left[1-\sum_{i, j}\left(\alpha_{i j}+\epsilon_{i j}\right)\right] d \alpha_{i ;} d \epsilon_{i j}}{\left(D_{N}^{M}\right)^{N+M}} \tag{3}
\end{align*}
$$

All the information needed is contained in the matrix displayed in Fig. 2. The quantity $D_{N}^{M}$ is the determinant of the matrix and may be written in the form

$$
\begin{equation*}
D_{N}^{M}=A_{N}^{M} s+B_{N}^{M} t+C_{N}^{M} m^{2}, \tag{4}
\end{equation*}
$$

where $A_{N}^{M}, B_{N}^{N}$, and $C_{N}^{M}$ are homogeneous polynomials in the Feynman parameters. The quantity Disc ${ }_{N}^{\mathcal{L}}$ is the determinant of the matrix with all external momenta set equal to zero. ${ }^{5}$
(a)

(b)


The matrix $A^{i_{M}}$.
$E_{M}^{i}=\operatorname{diog}\left(\epsilon_{i,}, \cdots, \epsilon_{i M}\right), i=2, \cdots, N$
(c)

$$
\begin{aligned}
& E_{m}^{\prime}=\left(\begin{array}{c}
\epsilon_{11} \\
\vdots \\
\epsilon_{i m}
\end{array}\right) E_{m}^{N+1}=\left(\epsilon_{N+1,1}, \cdots, \epsilon_{N+1, m}\right) \\
& c=\sum_{j=1}^{N} \alpha_{i j} t+m^{2}\left[1-\sum_{j=1}^{M}\left(\epsilon_{i j}+\epsilon_{N+1,}\right)\right]
\end{aligned}
$$

[^34]We now perform a change of variables:

$$
\begin{gather*}
\epsilon_{i j}=r_{i j} \kappa_{i} \quad 1 \leq i \leq N+1 ; \quad 1 \leq j \leq M,  \tag{5}\\
\sum_{i=1}^{M} r_{i j}=1 \quad 1 \leq i \leq N+1 .
\end{gather*}
$$

The Jacobian of this transformation is

$$
\begin{equation*}
\frac{\partial\left(\epsilon_{i j}\right)}{\partial\left(r_{i j}, \kappa_{i}\right)}=\prod_{i=1}^{N+1} \kappa_{i}^{M-1} \tag{6}
\end{equation*}
$$

Now, according to Federbush and Grisaru, the high-energy behavior of the scattering amplitude $F_{N}^{M}$ is determined by the contribution to the integral (3) of points in $\alpha_{i i} r_{i j} \kappa_{i}$ space for small $\kappa_{i}$. Hence we set the $\kappa_{i}$ equal to zero everywhere except in the coefficient of $s$. We now require the formula

$$
\begin{align*}
& \int_{0}^{1} d \alpha_{1} \cdots \int_{0}^{1} d \alpha_{N+1} \frac{\left(\alpha_{1} \cdots \alpha_{N+1}\right)^{p-1}}{\left(\alpha_{1} \cdots \alpha_{N+1} s+C\right)^{q+1}} \\
& \rightarrow \frac{(p-1)!(q-p)!(\ln s)^{N}}{q!C^{q-p+1} N!s^{p}}, \tag{7}
\end{align*}
$$

which is a generalization of a formula given in the Appendix II to FG. After performing the integration over the $\kappa_{i}$ using (7), we find

$$
\begin{align*}
F_{N}^{M} \rightarrow & g_{(3)}^{2(N+M)} g_{(4)}^{(N-1)(M-1)}\left[\frac{\pi^{2}}{(2 \pi)^{4}}\right]^{N M}(-1)^{M+1} \\
& \times \int_{0}^{1} \cdots \int_{0}^{1} d \alpha_{i j} d r_{i ;} \delta\left(1-\sum_{i, i} \alpha_{i j}\right) \\
& \times \frac{\prod_{i=1}^{N+1} \delta\left(1-\sum_{i=1}^{M} r_{i i}\right)\left(\operatorname{Disc}_{N}^{M}\right)^{N+M-2}}{\left(\tilde{A}_{N}^{M}\right)^{M}\left(B_{N}^{M} t+C_{N}^{M} m^{2}\right)^{N}} \\
& \times(M-1)!(N-1)!\frac{(\ln s)^{N}}{N!s^{M}} \tag{8}
\end{align*}
$$

where we have introduced $\tilde{A}_{N}^{\mathcal{M}}$ by

$$
\begin{equation*}
A_{N}^{M}=\overparen{A}_{N}^{M} \times \prod_{i=1}^{N+1} \kappa_{i} \tag{9}
\end{equation*}
$$

The quantities $B_{N}^{M}$ and $C_{N}^{M}$ may be expressed in
terms of the determinants of the $M \times M$ matrices $\mathrm{A}_{M}^{i}$ of Fig. 2(b) by:

$$
\begin{gather*}
C_{N}^{M}=\prod_{i=1}^{N}\left|\mathbf{A}_{N}^{i}\right|,  \tag{10}\\
B_{N}^{M}=C_{N}^{M} \times \sum_{i=1}^{N}\left(\prod_{i=1}^{M+1} \alpha_{i j} /\left|\mathbf{A}_{N}^{i}\right|\right)  \tag{11}\\
=C_{N}^{M} \widetilde{B}_{N}^{M} .
\end{gather*}
$$

We now turn to the problem of finding a convenient expression for $A_{N}^{N}$. To this end we return to the matrix of Fig. 2(a) and note that we are considering the off-diagonal blocks $\mathbf{E}_{\boldsymbol{M}}^{i}$ as having small entries. All $\mathbf{A}_{M}^{i}$ and $\mathbf{E}_{M}^{i}$ are $M \times M$ matrices and there are no other nonzero entries in $\mathbf{C}$, the submatrix obtained by deleting the last row and column of the matrix of Fig. 2(a). Now let $C_{\alpha \beta}$ be the cofactor of the $\alpha, \beta$ element of the $N M \times N M$ matrix C. Then, expanding $D_{N}^{N}$ in terms of its last row and column,

$$
\begin{equation*}
D_{N}^{M}=c C_{N}^{M}-\sum_{\alpha, \beta} C_{\alpha, \beta}\left(\mathbf{E}_{M}^{1}\right)_{\alpha}\left(\mathbf{E}_{M}^{N+1}\right)_{\beta} \tag{12}
\end{equation*}
$$

where
$c=\sum_{i=1}^{N} \alpha_{1 i} t+m^{2}\left[1-\sum_{i=1}^{M}\left(\epsilon_{1 i}+\epsilon_{N+1, i}\right)\right]$.
The quantity $A_{N}^{M}$ is given by the terms in the above sum for $1 \leq \alpha \leq M,(N-1) \leq \beta \leq N M$, to lowest order in the $\epsilon_{i j}$ by
$A_{N}^{M}=\sum_{\alpha, \beta}\left(\mathbf{E}_{M}^{1} \mathbf{A}_{M}^{\prime \prime} \mathbf{E}_{M}^{2} \mathbf{A}_{M}^{\prime 2} \cdots \mathbf{E}_{M}^{N} \mathbf{A}_{M}^{\prime N} \mathbf{E}_{M}^{N+1}\right)_{\alpha \beta}$,
where $\mathbf{A}_{\boldsymbol{M}}^{\prime \prime}$ is the adjoint of the matrix $\mathbf{A}_{\boldsymbol{M}}^{i}$.
Now we make the change of variables:

$$
\begin{gather*}
\alpha_{i j}=s_{i j} \lambda_{i} \quad 1 \leq j \leq N ; \quad 1 \leq i \leq M+1, \\
\sum_{i=1}^{m+1} s_{i j}=1, \quad 1 \leq j \leq N, \tag{15}
\end{gather*}
$$

so that

$$
\begin{equation*}
\frac{\partial\left(\alpha_{i}\right)}{\partial\left(s_{i j}, \lambda_{i}\right)}=\prod_{i=1}^{N} \lambda_{i}^{M}, \tag{16}
\end{equation*}
$$

and we make the definitions

$$
\begin{align*}
& \mathbf{E}_{M}^{i}=\kappa_{i} \mathbf{R}_{M}^{i} \quad 1 \leq i \leq N+1 \\
& \mathbf{A}_{M}^{j}=\lambda_{i}^{M-1} \mathbf{S}_{M}^{j}, \quad \mathbf{A}_{M}^{\prime i}=\lambda_{i}^{M-1} \mathbf{S}_{M}^{\prime j} 1 \leq j \leq N, \\
& \tilde{A}_{N}^{M}=\hat{A}_{N}^{M} \prod_{i=1}^{N} \lambda_{i}^{N-1},  \tag{17}\\
& C_{N}^{M}=\tilde{C}_{N}^{M} \prod_{i=1}^{N} \lambda_{i}^{M}
\end{align*}
$$

Therefore, we now have

$$
\begin{align*}
& F_{N}^{M} \rightarrow g_{(3)^{2(N+M)}} g_{(4)}^{(N-1)(M-1)}(-1)^{M+1}\left[\frac{\pi^{2}}{(2 \pi)^{4}}\right]^{N M} \\
& \times \int_{0}^{1} \cdots \int_{0}^{1} d r_{i j} d s_{i j} \prod_{i=1}^{N} \delta\left(1-\sum_{i=1}^{M+1} s_{i j}\right) \\
& \times \frac{(\ln s)^{N}}{N!s^{M} \prod_{i=1}^{N+1} \delta\left(1-\sum_{i=1}^{M} r_{i j}\right)} \\
& \quad \times \frac{\left(\tilde{C}_{N}^{M}\right)^{M-2}}{\left(\hat{A}_{N}^{M}\right)^{M}}(M-1)!(N-1)! \\
& \times \int_{0}^{1} d \lambda_{1} \cdots \int_{0}^{1} d \lambda_{N} \frac{\delta\left(1-\sum_{i=1}^{N} \lambda_{i}\right)}{\left(\tilde{B}_{N}^{M} t+m^{2}\right)^{N}} . \tag{18}
\end{align*}
$$

But from Eqs. (11) and (15),

$$
\begin{equation*}
\tilde{B}_{N}^{M}=\sum_{i=1}^{N}\left(\frac{1}{\left|\mathbf{S}_{M}^{i}\right|} \prod_{i=1}^{M+1} s_{i i} \lambda_{i}\right) \tag{19}
\end{equation*}
$$

We may therefore apply the Feynman identity to do the $\lambda_{i}$ integrals:

$$
\begin{array}{r}
(N-1)!\int_{0}^{1} d \lambda_{1} \cdots \int_{0}^{1} d \lambda_{N} \frac{\delta\left(1-\sum_{i} \lambda_{i}\right)}{\left(\tilde{B}_{N}^{M} t+m^{2}\right)^{N}} \\
=\prod_{i=1}^{N}\left(\frac{1}{\left|\mathbf{S}_{M}^{i}\right|} \prod_{i=1}^{M+1} s_{i} t+m^{2}\right)^{-1} . \tag{20}
\end{array}
$$

We now have

$$
\begin{align*}
& F_{N}^{M} \rightarrow g_{(3)}^{2(N+M)} g_{(4)}^{(N-1)(M-1)}\left[\frac{\pi^{2}}{(2 \pi)^{4}}\right]^{N M}(-1)^{M+1} \\
& \times \int_{0}^{1} \cdots \int_{0}^{1} d s_{i j} \prod_{i=1}^{N}\left|\mathbf{S}_{M}^{i}\right|^{M-2} \\
& \times \prod_{i=1}^{N} \delta\left(1-\sum_{i=1}^{M+1} s_{i j}\right) \\
& \times\left[\prod_{i=1}^{N}\left(\frac{1}{\left|\mathbf{S}_{M}^{i}\right|} \prod_{i=1}^{M+1} s_{i j} t+m^{2}\right)\right]^{-1}(M-1)! \\
& \times \int_{0}^{1} \cdots \int_{0}^{1} d r_{i j} \frac{\prod_{i=1}^{N+1} \delta\left(1-\sum_{i=1}^{M} r_{i j}\right)}{\left(\hat{A}_{N}^{M}\right)^{M}} \tag{21}
\end{align*}
$$

## III. FACTORING OF THE $\boldsymbol{t}$ DEPENDENCE

We shall now show that the integral over the $r_{i j}$ may be factored into the form

$$
\prod_{i=1}^{N} f_{M}\left(s_{1 i}, \cdots, s_{M+1, i}\right)
$$

Let

$$
\begin{align*}
I_{N}=(M-1)! & \int_{0}^{1} \cdots \int_{0}^{1} d r_{i i} \\
& \times \frac{\prod_{i=1}^{N+1} \delta\left(1-\sum_{i=1}^{M} r_{i i}\right)}{\left[\sum_{\alpha \beta \gamma \delta}\left(\mathbf{R}_{M}^{1}\right)_{\alpha \beta}\left(\mathbf{G}^{N}\right)_{\beta \gamma}\left(\mathbf{R}_{M}^{N+1}\right)_{\gamma \delta}\right]^{M}}, \tag{22}
\end{align*}
$$

where

$$
\begin{equation*}
\mathbf{G}^{N}=\mathbf{G}^{N-1} \mathbf{R}^{N} \mathbf{S}_{M}^{\prime N}, \tag{23}
\end{equation*}
$$

and $\mathbf{G}^{\mathbf{0}}$ is the unit $M \times M$ matrix.
By performing the $r_{N+1, j}$ integrals for $1 \leq j \leq M$, using the Feynman formula, we find
$I_{N}=\int_{0}^{1} \cdots \int_{0}^{1} \frac{\prod_{i=1}^{N} \prod_{i=1}^{M} d r_{i i} \prod_{k=1}^{N} \delta\left(1-\sum_{i=1}^{M} r_{k l}\right)}{\prod_{i=1}^{M} \sum_{i=1}^{M} r_{1 i} G_{i i}^{N}}$.
By Eq. (23),

$$
\begin{equation*}
\sum_{i=1}^{M} r_{1 i} G_{i j}^{N}=\sum_{k=1}^{M} r_{N, k}\left(\mathbf{S}_{M}^{\prime N}\right)_{k i}\left(\sum_{i=1}^{M} r_{1 i} G_{i k}^{N-1}\right) . \tag{25}
\end{equation*}
$$

Now we use the Feynman formula again to write

$$
\begin{align*}
& \frac{1}{\prod_{i=1}^{M}\left[\sum_{k=1}^{M} r_{N, k}\left(\mathbf{S}_{M}^{\prime N}\right)_{k j}\left(\sum_{i=1}^{M} r_{1 i} G_{i k}^{N-1}\right)\right]}  \tag{28}\\
& =(M-1)!\int_{0}^{1} d x_{1} \cdots \int_{0}^{1} d x_{M} \\
& \quad \times \frac{\delta\left(1-\sum_{i} x_{i}\right)}{\left[\sum_{i j k} x_{i} r_{N, k}\left(\mathbf{S}_{M}^{\prime N}\right)_{k i} r_{1 i} G_{i k}^{N-1}\right]^{M}} \tag{26}
\end{align*}
$$

$$
\left|\begin{array}{cccccc}
\alpha_{1}+\alpha_{2} & \alpha_{2} & 0 & \cdots & 0 & 0  \tag{29}\\
\alpha_{2} & \alpha_{2}+\alpha_{3} & \alpha_{3} & \cdots & 0 & 0 \\
0 & \alpha_{3} & \alpha_{3}+\alpha_{4} & \cdots & 0 & 0 \\
\vdots & \vdots & \vdots & & \vdots & \vdots \\
0 & 0 & 0 & & \alpha_{M+1}+\alpha_{M} & \alpha_{M} \\
0 & 0 & 0 & \cdots & \alpha_{M} & \alpha_{M}+\alpha_{M+1}
\end{array}\right|
$$

Then

$$
\begin{equation*}
Q^{M}=\frac{1}{M!} \sum_{P} \alpha_{i_{1}} \alpha_{i_{\imath}} \cdots \alpha_{i M} \tag{30}
\end{equation*}
$$

where $\sum_{P}$ denotes the sum over permutations of the indices and $\left(i_{1}, \cdots, i_{M}\right)$ is a permutation of $M$ of the integers from 1 to $M+1$.
Proof: Proof is by induction on $M$.
For $M=1, \mathbb{Q}^{1}=\alpha_{1}+\alpha_{2}$ and the statement is

Finally, therefore,

$$
\int_{0}^{1} d r_{N, 1} \cdots \int^{1} d r_{N, M}
$$

$$
\times \frac{\delta\left(1-\sum_{k} r_{N, k}\right)}{\prod_{i=1}^{M}\left[\sum_{k=1}^{M} r_{N, k}\left(\mathbf{S}_{M}^{\prime N}\right)_{k i}\left(\sum_{i=1}^{M} r_{1 i} G_{i k}^{N-1}\right)\right]}
$$

$$
=\int_{0}^{1} d x_{1} \cdots \int_{0}^{1} d x_{M} \frac{\delta\left(1-\sum_{i} x_{i}\right)}{\prod_{k=1}^{M} \sum_{i=1}^{M} x_{i}\left(\mathbf{S}_{M}^{N}\right)_{k i} \sum_{i=1}^{M} r_{1 i} G_{i k}^{N-1}}
$$

$$
\begin{equation*}
=\int_{0}^{1} d x_{1} \cdots \int_{0}^{1} d x_{M} \frac{\delta\left(1-\sum_{i} x_{i}\right)}{\prod_{k=1}^{M} \sum_{i=1}^{M} x_{i}\left(\mathbf{S}_{M}^{\prime N}\right)_{k i}} \tag{24}
\end{equation*}
$$

$$
\begin{equation*}
\times \frac{1}{\prod_{k=1}^{M}\left(\sum_{i=1}^{M} r_{1 i} G_{i k}^{N-1}\right)} \tag{27}
\end{equation*}
$$

which shows that

$$
\begin{gathered}
I_{N}=I_{N-1} \times \int_{0}^{1} d x_{1} \cdots \int_{0}^{1} d x_{M i} \frac{\delta\left(1-\sum_{i} x_{i}\right)}{\prod_{k=1}^{M} \sum_{i=1}^{M} x_{j}\left(\mathbf{S}_{M}^{\prime N}\right)_{k j}} \\
=I_{N-1} \times f_{M}\left(s_{i N}, \cdots, s_{M+1, N}\right)
\end{gathered}
$$

Now, since $\mathbf{S}_{M}^{\prime i}$ is the same function of the $s_{i j}$ for each $i$, the factoring is demonstrated by induction.

Before writing down the final result, we will find an explicit expression for $\left|\mathbf{A}_{M \mid}^{i}\right|$.

Let $\boldsymbol{a}^{\boldsymbol{M}}=$
obviously true. Now, expanding $a^{M}$ in terms of its last column and row,

$$
\begin{align*}
\mathcal{Q}^{M}= & \left(\alpha_{M}+\alpha_{M+1}\right) \mathbb{Q}^{M-1}-\alpha_{M}^{2} \mathbb{Q}^{M-2} \\
\quad= & \left(\alpha_{M}+\alpha_{M+1}\right) \frac{1}{M!} \sum_{P} \alpha_{i_{1}} \cdots \alpha_{i_{M-1}} \\
& \quad-\frac{1}{(M-2)!} \alpha_{M}^{2} \sum_{P} \alpha_{i_{1}} \cdots \alpha_{i_{M-2}} . \tag{31}
\end{align*}
$$

But notice

$$
\begin{align*}
& \sum_{P} \alpha_{i_{1}} \cdots \alpha_{i M-1} \alpha_{M+1}=\frac{1}{M} \sum_{P} \alpha_{i_{1}} \cdots \alpha_{i H} \\
& \sum_{P} \alpha_{i_{1}} \cdots \alpha_{i_{H--},} \alpha_{M}=\frac{1}{M-1} \sum_{P} \alpha_{i_{1}} \cdots \alpha_{i M-1} \tag{32}
\end{align*}
$$

and the statement is proved.
So we have, at last, an expression for the highenergy behavior of $F_{N}^{M}$ :

$$
\begin{align*}
& F_{N}^{M} \rightarrow(-1)^{M+1} g_{(3)}^{2(N+M)} g_{(4)}^{(N-1)(M-1)}\left[\frac{\pi^{2}}{(2 \pi)^{4}}\right]^{N M} \\
& \times\left[\varphi_{M}(t)\right]^{N} \frac{(\ln s)^{N}}{N!s^{M}} \tag{33}
\end{align*}
$$

where

$$
\begin{align*}
& \varphi_{M}(t)=\int_{0}^{1} d s_{1} \cdots \int_{0}^{1} d s_{M+1} \delta\left(1-\sum_{i} s_{i}\right) \\
& \times\left(\frac{1}{M!} \sum_{P} s_{i_{1}} \cdots s_{i_{M}}\right)^{M-2} f_{M}\left(s_{1}, \cdots, s_{M+1}\right) \\
& \times\left[\frac{s_{1} \cdots s_{M+1}}{\frac{1}{M!} \sum_{P} s_{i_{1}} \cdots s_{i_{M}}} t+m^{2}\right]^{-1}, \tag{34}
\end{align*}
$$

and $f_{M}$ is given by Eq. (28).

## IV. CONCLUSION

In conclusion, we note that the asymptotic limit of the scattering amplitude corresponding to the dia-
gram of Fig. 1 is a simple generalization of the Reggetype behavior of the ladder diagrams considered by FG. From the work of LS, we know that for the case $M=1$ (that is, for two particles in the $t$-channel intermediate state), the asymptotic limit of the sum of ladder diagrams is equal to the sum of the asymptotic limits, at least for the leading term. This leads us to the belief that the same may be true for arbitrary $M$ :

$$
\begin{equation*}
\sum_{N=1}^{\infty} F_{N}^{M} \rightarrow \text { const } \times s^{-M+\alpha_{M}(t)} \tag{35}
\end{equation*}
$$

In fact, our results suggest that (1) in general, $M$ particle bound states will give rise to Regge poles, (2) the $M$-particle Regge pole furthest to the right starts at $l=-M+1$ for infinite $t$, and (3) in analogy with the results of LS, assuming the validity of an expansion of the position of the pole in powers of the coupling constant, the binding energy of an $M$ particle state may be calculable. Of course we have not proved the analyticity in the $l$ plane that this implies; it is apparent that our results are more suggestive than substantive.

## ACKNOWLEDGMENTS

The author wishes to thank Professor P. Federbush for his suggestions and guidance.

This work is supported in part through funds provided by the U. S. Atomic Energy Commission under Contract AT(30-1) 2098.

# Three-Particle Scattering. I. Planar Case* 

R. C. Whitten<br>Stanford Research Institute, Menlo Park, California

(Received 6 December 1962)


#### Abstract

A formal theory of three-particle scattering in a plane is developed using integral equation methods. Expressions for the scattering amplitude and cross section of elastic and inelastic collisions are derived. The effects of indistinguishability of the colliding particles are discussed.


## I. INTRODUCTION

T${ }^{7} H E$ theory of three-body scattering in its general case has obvious applications to ionic and chemical reactions; in spite of well-known difficulties it may even be possible to compute the rate constants for such simple cases as three-body electron attachment to hydrogen atoms. Such calculations can be approached via the standard method of collision cross sections, or alternatively, by means of an appropriate representation of the scattering operator. ${ }^{1}$ Investigations of some aspects of three-body collisions have been carried out by Delves ${ }^{2}$ and by Gallina and coworkers. ${ }^{3}$ The latter have obtained the Green's function for three-particle scattering in three-dimensional space, but for $S$ waves only.

Recent developments in the theory of generalized angular momentum representations ${ }^{4,5}$ are admirably suited to the treatment of three-particle collisions. For the present we shall restrict our investigation to motion in a plane, emphasizing developments which can be utilized in the extension of our treatment of the problem to three dimensions.

Smith's formalism ${ }^{4,5}$ for treating three-body collisions is expressed in terms of a generalized angular momentum operator $\boldsymbol{\Lambda}$, components of which are given by

$$
\begin{equation*}
{ }_{m} \Lambda_{i j}^{k l}={ }_{m} \xi_{i m}^{k} \pi_{i}^{l}-{ }_{m} \xi_{i m}^{l} \pi_{i}^{k} \tag{1}
\end{equation*}
$$

where $m$ labels the order in which the particles are paired, e.g., 1 to 2 , and 3 to the $1-2$ pair, $k$ and $l$ are particle indices, and $i$ and $j$ denote the cartesian components of the appropriate position (momentum) vectors. The symbols ${ }_{m} \xi^{i}$ and ${ }_{m} \pi^{i}$ represent the "normalized" position and momentum of the $i$ th

[^35]and $j$ th particle pairs in the center of mass system with coupling order $m$ :
\[

$$
\begin{align*}
&{ }_{m} \xi^{1}= d_{m}^{-1}\left(\mathbf{x}^{m+2}-\mathbf{x}^{m+1}\right), \\
&{ }_{m} \xi^{2}= d_{m}\left[\mathbf{x}^{m}-\left(m_{m+1}+m_{m+2}\right)^{-1}\right. \\
&\left.\quad \times\left(m_{m+1} \mathbf{x}^{m+1}+m_{m+2} \mathbf{x}^{m+2}\right)\right], \\
&{ }_{m} \pi^{1}= \frac{\mu}{d_{m}}\left(-\frac{\mathbf{p}^{m+1}}{m_{m+1}}+\frac{\mathbf{p}^{m+2}}{m_{m+2}}\right), \\
&  \tag{2}\\
&{ }_{m} \pi^{2}= \mu d_{m}\left(\frac{\mathbf{p}^{m}}{m_{m}}-\frac{\mathbf{p}^{m+1}+\mathbf{p}^{m+2}}{m_{m+1}+m_{m+2}}\right),
\end{align*}
$$
\]

in which

$$
\begin{align*}
\mu^{2} & =m_{1} m_{2} m_{3} / M \quad \text { (reduced mass) }, \\
M & =m_{1}+m_{2}+m_{3}, \\
d_{k}^{2} & =\left(m_{k} / \mu\right)\left(1-m_{k} / M\right) . \tag{3}
\end{align*}
$$

In this representation the center-of-mass position $\mathbf{X}$ and momentum $\mathbf{P}$ are given by

$$
\begin{equation*}
\mathbf{X}=\sum_{k=1}^{3} \frac{m_{k}}{M} \mathbf{x}^{k}, \quad \mathbf{P}=\sum_{k=1}^{3} \mathbf{p}^{k} \tag{4}
\end{equation*}
$$

From the variables (2), one can form several independent dynamical variables related to angular momentum of which

$$
\begin{align*}
\Lambda^{2} & =\frac{1}{2} \sum_{i ; k i}\left|\Lambda_{i i}^{k}\right|^{2},  \tag{5a}\\
\Sigma_{t} & =\sum_{i} \Lambda_{i i}^{12},  \tag{5b}\\
L_{1} & =\Lambda_{12}^{11},  \tag{5c}\\
L_{2} & =\Lambda_{12}^{22}  \tag{5d}\\
L & =L_{1}+L_{2},  \tag{5e}\\
Y & =L_{1}-L_{2}, \tag{5f}
\end{align*}
$$

are the most important; they become operators upon making the appropriate quantum-mechanical replacements, e.g., ${ }_{m} \pi_{i}^{1} \rightarrow i \hbar\left(\partial / \partial_{m} \xi_{i}^{1}\right)$. Since the motion in the center-of-mass system embodies four degrees of freedom, a full description of the assembly
of particles must contain four and only four independent dynamical variables (exclusive of those associated with internal structure), one of which is conveniently taken as the kinetic energy $K$. Three useful choices of the other three are (A) $\Lambda^{2}, L$ and $\Sigma_{t}$, (B) $\Lambda^{2}, L$ and $Y$, and equivalently (C) $\Lambda^{2}, L_{1}$ and $L_{2}$. With the aid of raising and lowering operators for the appropriate dynamical variables, Smith ${ }^{5}$ has constructed specific representations of the unitary transformations connecting representations (A) and (B); representations (B) and (C) differ only by a phase factor. The elements of the transformation are identical with the $b$ coefficients contained in expressions (29) and (30) of reference 5. Representation (A) has been appropriately termed symmetric because all three particles are treated on a completely equal footing. On the other hand, representations (B) and (C) depend upon the order in which the particles are paired; hence they are not treated on an equal basis and we call them asymmetric. This can also be stated in terms of transformation properties under a change in the pairing order; this involves an orthogonal transformation of the $\xi$ 's and $\pi$ 's, called by Smith a kinematic rotation. Representation (A) is invariant under such a transformation while (B) and (C) are not.

One can attach the following physical significance to the dynamical variables $L, L_{1}, L_{2}, \Lambda^{2}$, and $\Sigma_{t}$. That of $L, L_{1}$, and $L_{2}$ is immediately apparent: they are respectively the total ordinary angular momentum, the ordinary angular momentum of particles 1 and 2 about their center of mass, and the ordinary angular momentum of particle 3 about the center of mass of particles 1 and 2 . Actually we should add a prefix to $L_{1}$ and $L_{2}$ to denote the order of pairing of the particles, e.g., ${ }_{m} L_{1}$. Smith ${ }^{4}$ has related (classically) $\Lambda^{2}$ to the kinetic energy $K$ in the center-of-mass system and a three-body "impact parameter" $R$ by the equation

$$
\begin{equation*}
\Lambda^{2}=2 \mu K R^{2} \tag{6}
\end{equation*}
$$

where $R$ is defined as the minimum value of $\rho=$ $\left[\sum_{i, i}\left(\xi_{i}^{i}\right)^{2}\right]^{\frac{1}{2}}$ on a straight-line trajectory. Hence $\Lambda^{2}$ is a measure of the tendency of the three particles to simultaneously pass through a given region. We now raise the question, how closely for a given value of $R$ does the system approach the situation in which the particles are equidistant at the instant of time when $\rho=R$ ? In other words, when would $\left|\mathbf{x}^{1}-\mathbf{x}^{2}\right|=\left|\mathbf{x}^{2}-\mathbf{x}^{3}\right|=\left|\mathbf{x}^{3}-\mathbf{x}^{1}\right|$ ? This question can best be answered if we first go to the onedimensional case in which $\Sigma_{i}$ and $K$ are the only dynamical variables. The particles approach most
closely when $\Sigma_{t}$ is a minimum and coincide at some instant of time if $\Sigma_{t}=0$. This interpretation of $\Sigma_{t}$ can be readily carried over to the planar case; for a given value of $\Lambda^{2}$ the particles approach a threebody collision most closely for $\Sigma_{t}=0$ and progressively less closely as $\Sigma_{t}$ increases. Obviously, if $\Lambda^{2}=0$, we must have $\Sigma_{t}=0$.

As Smith has demonstrated, the classical argument can readily be carried over into the quantum domain. When the eigenvalue of the square of the generalized angular momentum $\Lambda^{2}$ vanishes the particles are coincident at some instant of time and the eigenvalue of $\Sigma_{t}, \sigma$, must also vanish; this is indeed a consequence of the properties of $\boldsymbol{\Lambda}$. One can, of course, also characterize the "three-body closeness of approach" by $\Lambda^{2}, L_{1}$, and $L_{2}$, but this description suffers from its asymmetry. It is apparent from the foregoing that for a short-range interaction potential, the three particles will have the greatest probability of undergoing a true "threebody" collision when the quantum numbers $\lambda$ and $\sigma$ (which partially characterize the system) are small.

Although the most appropriate representation for treating 3 -body scattering is the symmetric one with wavefunctions denoted ${ }^{5}$ by $\left\langle K \Lambda L \Sigma_{t} \mid \rho_{i} \Theta,{ }_{i} \Phi, \varphi\right\rangle$, the coordinates $\rho,{ }_{i} \Theta,{ }_{i} \Phi$, and $\varphi$ are related to the "normalized" center-of-mass system cartesian coordinates $\xi_{i}^{2}, \xi_{i}^{2}$ by intractable bilinear forms. Instead we shall employ the asymmetric representation with wavefunctions $\left\langle K \Lambda L Y \mid \rho \times \phi_{+} \phi_{-}\right\rangle$, or rather its equivalent $\left\langle K \Lambda L_{1} L_{2} \mid \rho \chi \phi_{1} \phi_{2}\right\rangle$, returning to the set ( $K, \Lambda, L \Sigma_{t}$ ) later. The transformation equations connecting ( $\xi^{1}, \xi^{2}$ ) and ( $\rho, \chi, \phi_{1}, \phi_{2}$ ) are

$$
\begin{array}{ll}
\xi_{1}^{1}=\rho \cos \chi \cos \phi_{1}, & \xi_{2}^{1}=\rho \cos \chi \sin \phi_{1},  \tag{7}\\
\xi_{1}^{2}=\rho \sin \chi \cos \phi_{2}, & \xi_{2}^{2}=\rho \sin \chi \sin \phi_{2},
\end{array}
$$

in which $\rho^{2}=\sum_{i, i=1}\left(\xi_{i}^{i}\right)^{2}$.
The Schrödinger equation describing the motion of the three particles can be written in terms of the variables $\xi_{1}$ and $\xi_{2}$ or alternatively in terms of the coordinates ( $\rho, \chi, \phi_{1}, \phi_{2}$ ). The former set yields planewave solutions

$$
\begin{equation*}
\langle\pi \mid \xi\rangle=\left[1 /(2 \pi)^{2}\right] \exp (i \pi \cdot \xi) \tag{8}
\end{equation*}
$$

in which we have chosen our units such that $\hbar=1$ and the normalization is one particle per unit volume. The scalar product $\pi \cdot \xi=\pi^{1} \cdot \xi^{1}+\pi^{2} \cdot \xi^{2}$ can be expressed in terms of the angular coordinates as follows:

$$
\begin{align*}
\pi \cdot \xi=k \rho[\cos \chi & \cos \bar{\chi} \cos \left(\phi_{1}-\bar{\phi}_{1}\right) \\
& +\sin \chi \sin \bar{\chi} \cos \left(\phi_{2}-\bar{\phi}_{2}\right], \tag{9}
\end{align*}
$$

where $k=|\pi|$ and $\rho=|\xi|$; the barred angles fix the direction of $\pi$ and the unbarred angles that of $\xi$. One cannot perform a coordinate rotation to a system in which $\chi=0$ or $\bar{\chi}=0$; hence all angles must be retained in the computations.

If we are dealing with a "central" potential, i.e., one in which $V$ is a function of $|\xi|$ only, or one which is "almost" central, the coordinate systems ( $\rho \times \phi_{1} \phi_{2}$ ) or $\rho \Theta \phi \Phi$ ) are appropriate. The solutions of the corresponding Schrödinger equations outside the range of the potential are ${ }^{5}$

$$
\begin{align*}
& \left\langle K \lambda L_{1} L_{2} \mid \rho \chi \phi_{1} \phi_{2}\right\rangle=(1 / k \rho) J_{\lambda+1}(k \rho) \mathscr{I}_{\lambda_{1} m_{2}}\left(\chi \phi_{1} \phi_{2}\right), \\
& \left\langle K \lambda L \Sigma_{\imath} \mid \rho \Theta \phi \Phi\right\rangle=(1 / k \rho) J_{\lambda+1}(k \rho) \mathscr{I}_{\lambda_{m+\sigma}}(\Theta \phi \Phi), \tag{10b}
\end{align*}
$$

where $J_{\lambda+1}(k \rho)$ is the Bessel function of the first kind of order $\lambda+1, k$ is the magnitude of the momentum ( $k^{2}=2 \mu K$ ), and

$$
\begin{align*}
\Lambda^{2} \mathscr{J}_{\lambda m_{1} m_{2}} & =\lambda(\lambda+2) \mathscr{J}_{\lambda m_{1} m_{1}},  \tag{11a}\\
L_{1,2} \mathscr{J}_{\lambda m_{1} m_{2}} & =m_{1,2} \mathscr{I}_{\lambda m_{1} m_{2}},  \tag{11b}\\
\Lambda^{2} \mathscr{I}_{\lambda m_{+} \sigma} & =\lambda(\lambda+2) \mathscr{g}_{\lambda m_{+\sigma}},  \tag{11c}\\
L \mathscr{I}_{\lambda m_{+\sigma} \sigma} & =m_{+} \mathscr{I}_{\lambda m+\sigma},  \tag{11d}\\
\Sigma_{t} \mathscr{I}_{\lambda m+\sigma} & =\sigma \mathscr{I}_{\lambda m+\sigma} . \tag{11e}
\end{align*}
$$

$\mathscr{I}_{\lambda_{1} m_{2}}\left(\chi \phi_{1} \phi_{2}\right)$ and $\mathscr{I}_{\lambda m+\sigma}(\Theta \phi \Phi)$ are given by

$$
\begin{align*}
& \mathcal{I}_{\lambda m_{1} m_{2}}\left(\chi \phi_{1} \phi_{2}\right)=\left\{[2(\lambda+1)]^{\frac{1}{2}} / 2 \pi\right\} e^{i m_{1}\left(\phi_{1}-\frac{1 \pi)}{}\right.} e^{i m_{2}\left(\phi_{2}-\frac{1 \pi)}{}\right.} \\
& \times\left\{\left[\frac{1}{2}\left(\lambda-m_{1}+m_{2}\right)\right]!\left[\frac{1}{2}\left(\lambda+m_{1}-m_{2}\right)\right]!\right. \\
& \left.\times\left[\frac{1}{2}\left(\lambda-m_{1}-m_{2}\right)\right]!\left[\frac{1}{2}\left(\lambda+m_{1}+m_{2}\right)\right]!\right\}^{\frac{\xi}{2}} \quad(12 \mathrm{a})  \tag{12a}\\
& \times \sum_{\sum_{k=0}^{1\left(\lambda-m_{1}-m_{2}\right)}}(-1)^{\kappa}\left\{\kappa!\left(m_{1}+\kappa\right)!\right. \\
& \times\left[\left[\frac{1}{2}\left(\lambda-m_{1}+m_{2}\right)-\kappa\right]!\right. \\
& \times\left[\left[\frac{1}{2}\left(\lambda-m_{1}-m_{2}\right)-\kappa\right]!\right\}^{-1} \\
& \times \sin ^{\lambda-m_{1}-2 x} \chi \cos ^{m_{1}+2 \kappa} \chi
\end{align*}
$$

$$
\mathscr{F}_{\lambda m+\sigma}(\Theta \varphi \Phi)=\left\{[2(\lambda+1)]^{\frac{1}{2}} / 2 \pi\right\} D_{1!}^{\frac{1}{2}},-\frac{1}{2} \sigma
$$

$$
\begin{equation*}
(2 \phi, \pi-2 \Theta,-2 \Phi) \tag{12b}
\end{equation*}
$$

The functions $\mathscr{D}_{\beta \gamma}^{\alpha}$ appearing in (12b) are the elements of the Wigner representation of the threedimensional rotation group. ${ }^{6}$

In the following section we shall compute the freeparticle Green's function, after which the elastic and inelastic three-particle scattering amplitude and collision cross section will be treated. In the final section we shall extend our development to the case of identical particles.

[^36]
## 2. FREE-PARTICLE GREEN'S FUNCTION

In developing the dynamics of a three-body collision it is convenient to employ the integral equation methods of Lippmann and Schwinger. ${ }^{7,8,9}$ In this scheme the state vector $|0\rangle$ of the system is related to the incoming state vector $|i\rangle$ by the equation

$$
\begin{equation*}
|0\rangle=|i\rangle+G^{(+)}\left(E_{0}\right) V|0\rangle, \tag{13}
\end{equation*}
$$

where $V$ is the interaction potential and $G^{(+)}\left(E_{0}\right)$ is the free-particle Green's function given in operator form by

$$
\begin{equation*}
G^{(+)}\left(E_{0}\right)=\lim _{\epsilon \rightarrow+0}\left(E_{0}-K+i \epsilon\right)^{-1} \tag{14}
\end{equation*}
$$

In Eq. (14) $K$ is the free-particle Hamiltonian operator and $\epsilon$ is an adiabatic switching parameter introduced in order to avoid transients in the time dependence of the state function during the scattering process; it has the significance of feeding in the incident wave over a period of time rather than releasing it suddenly. ${ }^{8}$ The positive sign adjacent to $\epsilon$ in (14) ensures outgoing scattered waves. In position coordinate representation we have

$$
\begin{equation*}
\langle\xi \mid 0\rangle=\langle\xi \mid i\rangle+\int G_{E_{0}}^{(+)}\left(\xi, \xi^{\prime}\right) V\left(\xi^{\prime}\right)\left\langle\xi^{\prime} \mid 0\right\rangle d \xi^{\prime}, \tag{15}
\end{equation*}
$$

where

$$
\begin{align*}
& G_{B_{0}}^{(+)}\left(\xi, \xi^{\prime}\right)=\int\langle\xi \mid \pi\rangle\langle\pi| G^{(+)}\left(E_{0}\right)|\pi\rangle\left\langle\left\langle\pi \mid \xi^{\prime}\right\rangle d \pi\right. \\
& \quad=\lim _{\epsilon \rightarrow+0} \frac{2 \mu}{(2 \pi)^{4}} \int \frac{\exp \left[i \pi \cdot\left(\xi-\xi^{\prime}\right)\right]}{k_{0}^{2}-k^{2}+2 i \mu \epsilon} d \pi ; k=|\pi|, \tag{16}
\end{align*}
$$

using the linear momentum representation of the operator $G_{E}^{(+)}$; the symbol $\mu$ represents the reduced mass and the integral is taken over all momentum space $\pi$. The scalar products $\pi \cdot \xi$ are now expressed in terms of the hyperpolar coordinates ( $\chi, \phi_{1}, \phi_{2}$ ) as in Eq. (9). After carrying out the integration over the azimuthal angles $\phi_{1}, \phi_{2}$, we obtain

$$
\begin{align*}
G_{k \circ}^{(+)}\left(\xi, \xi^{\prime}\right) & =\lim _{\epsilon \rightarrow+0} \frac{2 \mu}{(2 \pi)^{4}} \\
& \times \int_{0}^{\infty} \int_{0}^{\frac{3}{3} \pi} \frac{J_{0}\left(k r_{1} \cos \chi\right) J_{0}\left(k r_{2} \sin \chi\right)}{k^{2}-k^{2}+2 i \mu \epsilon} \\
& \times \frac{1}{2} \sin 2 \chi d \chi k^{3} d k, \tag{17}
\end{align*}
$$

[^37]where
\[

$$
\begin{aligned}
& r_{1}=\left[\xi^{2} \cos ^{2} \bar{\chi}+\xi^{\prime 2} \cos ^{2} \bar{\chi}\right. \\
& \left.\quad-2 \xi \xi^{\prime} \cos \bar{\chi} \cos \bar{\chi} \cos \left(\bar{\phi}_{1}-\bar{\phi}_{1}\right)\right]^{\frac{1}{2}}, \\
& r_{2}=\left[\xi^{2} \sin ^{2} \bar{\chi}+\xi^{\prime 2} \sin ^{2} \bar{\chi}\right. \\
& \left.\quad-2 \xi \xi^{\prime} \sin \bar{\chi} \sin \bar{\chi} \cos \left(\bar{\phi}_{2}-\bar{\phi}_{2}\right)\right]^{\frac{1}{2}},
\end{aligned}
$$
\]

and the directions of $\xi$ and $\xi^{\prime}$ are specified by the sets of angles ( $\bar{\chi} \bar{\phi}_{1} \bar{\phi}_{2}$ ) and ( $\bar{\chi} \bar{\phi}_{1} \bar{\phi}_{2}$ ), respectively.

Using a theorem due to Sonine, ${ }^{10}$ one can immediately integrate over $\chi$, obtaining the result

$$
\begin{align*}
& G_{k o}^{(+)}\left(\xi, \xi^{\prime}\right)=\lim _{\epsilon \rightarrow+} \frac{2 \mu}{(2 \pi)^{2}} \frac{1}{r} \int_{0}^{\infty} \frac{J_{1}(k r)}{k_{0}^{2}-k^{2}+2 i \mu \epsilon} k^{2} d k \\
& =\lim _{\epsilon \rightarrow+0} \frac{2 \mu}{(2 \pi)^{2}} \frac{1}{r} \frac{\partial}{\partial r}\left[\int_{0}^{\infty} \frac{k J_{0}(k r)}{k_{0}^{2}-k^{2}+2 i \mu \epsilon} d k\right], \quad(18 \tag{18}
\end{align*}
$$

in which $r=\left(r_{1}^{2}+r_{2}^{2}\right)^{\frac{1}{2}}$. The integral in (18) which we shall call $I$ can be evaluated by constructing a contour of integration in the complex plane such that outgoing waves are guaranteed. To do this, one first expresses $J_{0}(k r)$ as a sum of Hankel functions of the first and second kinds;

$$
\begin{equation*}
J_{0}(\chi)=\frac{1}{2}\left[H_{0}^{(1)}(\chi)+H_{0}^{(2)}(\chi)\right], \tag{19}
\end{equation*}
$$

thus recasting the integral $I$ in the form

$$
\begin{align*}
& I=\lim _{t \rightarrow 0} \frac{1}{2} \int_{0}^{\infty} \frac{H_{0}^{(1)}(k r) k d k}{\overline{k_{0}^{2}-k^{2}+2 i \mu \epsilon}} \\
&+\lim _{\epsilon \rightarrow 0} \frac{1}{2} \int_{0}^{\infty} \frac{H_{0}^{(2)}(k r) k d k}{k_{0}^{2}-k^{2}+2 i \mu \epsilon} . \tag{20}
\end{align*}
$$

The first integral $I_{1}$ in (20) is evaluated by means of Cauchy's integral formula and the appropriate contour of integration shown in Fig. 1(a).

$$
\begin{align*}
\lim _{\epsilon \rightarrow+0}\left[\frac{1}{2} \int_{0}^{\infty}\right. & \frac{H_{0}^{(1)}(k r)}{\bar{k}_{0}^{2}-k^{2}+2 i \mu \epsilon} k d k \\
& +\frac{1}{2} \int_{c} \frac{H_{0}^{(1)}(k r)}{k_{0}^{2}-k^{2}+2 i \mu \epsilon} k d k \\
& \left.+\frac{1}{2} \int_{i \infty}^{0} \frac{H_{0}^{(1)}(k r)}{k_{0}^{2}-k^{2}+2 i \mu \epsilon} k d k\right] \\
& =2 \pi i \operatorname{Res}\left(k_{0}\right) . \tag{21}
\end{align*}
$$

The second integral in (21) vanishes because $H_{0}^{(1)}(Z)$ approaches zero in the limit $|Z|$ approaches infinity. Using the contour of integration shown in Fig. 1(b), the second integral $I_{2}$ in (20) is computed in a similar manner. Substituting the solutions of $I_{1}$ and $I_{2}$ into

[^38]

Fig. 1. Contours of integration for integrals $I_{1}$ and $I_{2}$ [Eq. (20)].
(18), we obtain

$$
\begin{equation*}
G_{k_{0}}^{(+)}\left(\xi, \xi^{\prime}\right)=\frac{i \mu}{4 \pi} \frac{k}{r} H_{1}^{(1)}(k r) \tag{22}
\end{equation*}
$$

or, asymptotically for large $\xi$,

$$
\begin{equation*}
G_{k_{0}}^{(+)}\left(\xi, \xi^{\prime}\right)=e^{-i \pi / 4} \frac{\mu k^{\frac{1}{2}}}{(2 \pi)^{\frac{1}{2}}} \frac{e^{i k \xi}}{\xi^{\frac{1}{2}}} e^{-i k \xi^{\prime} \alpha}, \tag{23}
\end{equation*}
$$

where

$$
\begin{align*}
& \alpha=\cos \chi \cos \chi^{\prime} \cos \left(\phi_{1}-\phi_{1}^{\prime}\right) \\
&  \tag{24}\\
& \quad+\sin \chi \sin \chi^{\prime} \cos \left(\phi_{2}-\phi_{2}^{\prime}\right)
\end{align*}
$$

In addition to expressing Eq. (15) in the linear momentum representation we can also cast it in terms of generalized angular momentum sigenfunctions

$$
\begin{align*}
& \left\langle\xi \mid K \lambda m_{1} m_{2}\right\rangle \quad \text { or }\left\langle\xi \mid K \lambda m_{+} \sigma\right\rangle ; \\
& \quad G_{k_{0}}^{(+)}\left(\xi, \xi^{\prime}\right)=\sum_{\lambda m_{1} m_{2}}\left\langle\xi \mid K \lambda m_{1} m_{2}\right\rangle \\
& \quad \times\left\langle K \lambda m_{1} m_{2}\right| G_{k j}^{(+)}\left|K \lambda m_{1} m_{2}\right\rangle\left(K \lambda m_{1} m_{2}\left|\xi^{\prime}\right\rangle\right. \\
& =\lim _{\rightarrow+0} 2 \mu \sum_{\lambda m_{1} m_{2}} d_{\lambda m_{1} m_{2}}(\hat{\xi}) \mathcal{\xi}_{\lambda m_{1} m_{2}}^{*}\left(\hat{\xi}^{\prime}\right) \frac{1}{\xi \xi^{\prime}} \\
& \quad \times \int_{0}^{\infty} \frac{J_{\lambda+1}(k \xi) J_{\lambda+1}\left(k \xi^{\prime}\right)}{k_{0}^{2}-k^{2}+2 i \mu \xi} k d k \\
& =\pi \mu i \sum_{m_{1} m_{2}} \mathscr{J}_{\lambda m_{1} m_{2}}(\hat{\xi}) J_{d m_{1} m_{2}}^{*}\left(\hat{\xi}^{\prime}\right) \\
& \quad \times \frac{1}{\xi \xi^{\prime}} H_{\lambda+1}^{(1)}\left(k_{0} \xi\right) J_{\lambda+1}\left(k_{0} \xi^{\prime}\right) ; \quad \xi>\xi^{\prime}, \tag{25}
\end{align*}
$$

and

$$
\begin{align*}
& G_{k_{0}}^{(+)}\left(\xi, \xi^{\prime}\right)=\sum_{\lambda m+\sigma}\left\langle\xi \mid K \lambda m_{+} \sigma\right\rangle \\
& \quad \times\left\langle K \lambda m_{+} \sigma\right| G_{k_{i}}^{(+)}\left|K \lambda m_{+} \sigma\right\rangle\left\langle K \lambda m_{+} \sigma \mid \xi^{\prime}\right\rangle \\
& =\pi \mu i \sum_{\lambda m+\sigma} g_{\lambda m+\sigma}(\xi) \mathcal{G}_{\lambda m+\sigma}^{*}\left(\hat{\xi}^{\prime}\right) \\
& \quad \times \frac{1}{\xi \xi^{\prime}} H_{\lambda+1}^{(1)}\left(k_{0} \xi\right) J_{\lambda+1}\left(k_{0} \xi^{\prime}\right) ; \quad \xi>\xi^{\prime} \tag{26}
\end{align*}
$$

It is interesting to note that the Green's function of $N$ free particles moving in a plane can be derived
with the aid of a suitable generalization of the above method. The asymptotic form

$$
\begin{align*}
& G_{k}^{(+)}\left(\xi, \xi^{\prime}\right)_{N} \\
& \quad=\frac{e^{-i(3+2 N) \pi}}{(2 \pi)^{N-1}} \frac{\mu k^{N-5 / 2}}{\left|\xi-\xi^{\prime}\right|^{N-\frac{1}{\zeta}}} \exp \left(i k\left|\xi-\xi^{\prime}\right|\right) \tag{27}
\end{align*}
$$

is derived in Appendix A. The vectors $\xi$ and $\pi$ are generalizations of Eq. (2) to $N$ bodies:

$$
\begin{aligned}
\xi & =\sum_{i=1}^{N-1} \xi^{i} \\
\pi & =\sum_{i=1}^{N-1} \pi^{i} .
\end{aligned}
$$

## 3. THREE-PARTICLE ELASTIC SCATTERING

Having derived the Green's function we are now in a position to investigate three-particle scattering dynamics.

Asymptotically the wavefunction of the system takes the form

$$
\begin{equation*}
\Psi_{\pi_{i}}(\xi) \sim \phi_{k_{i}}(\xi)+e^{-i \pi / 4} \frac{k^{\xi}}{\xi^{\xi}} e^{i k \xi} f\left(\hat{\pi}_{i}, \hat{\pi}_{0}\right), \tag{28}
\end{equation*}
$$

where $f\left(\hat{\pi}_{i}, \hat{\pi}_{0}\right)$ is the three-body scattering amplitude given by

$$
\begin{align*}
& f\left(\hat{\pi}_{i}, \hat{\pi}_{0}\right)=\frac{\mu}{(2 \pi)^{\frac{1}{2}}} \int_{0}^{\infty} \int_{0}^{\frac{1 \pi}{1}} \int_{0}^{2 \pi} \int_{0}^{2 \pi} e^{-i k \xi^{\prime} \alpha} V\left(\xi^{\prime} \chi^{\prime} \phi_{1}^{\prime} \phi_{2}^{\prime}\right) \\
& \quad \times \Psi_{x_{i}}\left(\xi^{\prime} \chi^{\prime} \phi_{1}^{\prime} \phi_{2}^{\prime}\right) \frac{1}{2} \sin 2 \chi^{\prime} d \chi^{\prime} d \phi_{1}^{\prime} d \phi_{\xi^{\prime} \xi^{\prime 3}} d \xi^{\prime} . \tag{29}
\end{align*}
$$

The symbol $\alpha$ has the same significance as in (24) and $\hat{\pi}_{i}$ and $\hat{\pi}_{0}$ represent the directions of the incoming and scattered three-particle momenta, respectively. Alternatively, the scattering amplitude can be expanded, with the aid of (25), in a series of generalized angular momentum eigenfunctions

$$
\begin{align*}
& f\left(\hat{\pi}_{i}, \hat{\pi}_{0}\right)=(2 \pi)^{\frac{1}{2}} \frac{\mu}{k} \sum_{\lambda_{m_{1}} m_{2}}(-1)^{\lambda} d_{\lambda_{m_{1} m_{2}}}\left(\hat{\pi}_{i}\right) \\
& \quad \times \int \frac{J_{\lambda+1}\left(k \xi^{\prime}\right)}{\xi^{\prime}} g_{\lambda_{1} m_{2}}^{*}\left(\xi^{\prime}\right) V\left(\xi^{\prime}\right) \Psi_{x_{i}}\left(\xi^{\prime}\right) d \xi^{\prime} . \tag{30}
\end{align*}
$$

For many purposes it is more useful to express the
scattering amplitude in the generalized angular momentum representations ( $\lambda m_{1} m_{2}$ ) or ( $\lambda m_{+} \sigma$ ) rather than as an explicit function of the coordinates ( $\chi \phi_{1} \phi_{2}$ ) or ( $\Theta \phi \Phi$ ). The transformation coefficients are just the generalized angular momentum eigenfunctions

## $f\left(\chi \phi_{1} \phi_{2} ; \chi^{\prime} \phi_{1}^{\prime} \phi_{2}^{\prime}\right)$

$$
\begin{equation*}
=\sum_{\substack{\lambda m_{1} m_{1}, m_{2}^{\prime} \\ \lambda^{\prime} m_{1}^{\prime} m_{2}^{\prime}}} \mathcal{J}_{\substack{m_{1} m_{2}}}^{*}\left(\chi \phi_{1} \phi_{2}\right) f_{m_{1} m_{1} \lambda^{\prime} ; m_{2} m_{2}} \mathcal{J}_{\lambda^{\prime} m_{2^{\prime}} m_{2}} \cdot\left(\chi^{\prime} \phi_{1}^{\prime} \phi_{2}^{\prime}\right), \tag{31}
\end{equation*}
$$

$f\left(\Theta \phi \Phi ; \Theta^{\prime} \phi^{\prime} \Phi^{\prime}\right)$

$$
\begin{equation*}
=\sum_{\substack{\lambda, m_{+\sigma}, \lambda^{\prime} m^{\prime} \sigma^{\prime}}} g_{\lambda_{m+\sigma}}^{*}(\Theta \phi \Phi) f_{m+m++^{\prime} ; \sigma^{\prime}}^{\lambda^{\prime}} \mathcal{S}_{\lambda^{\prime} m+^{\prime} \sigma^{\prime}}\left(\Theta^{\prime} \phi^{\prime} \Phi^{\prime}\right) \tag{32}
\end{equation*}
$$

Inverting the expansions (31) and (32) and employing (30), we obtain, for $f_{m_{1} m_{3}}^{\lambda^{\prime} ; m_{3} m_{a^{\prime}}}$ and $f_{m++^{\prime} ;}^{\lambda \lambda^{\prime}} \sigma^{\prime}$,

$$
f_{m+m+; \sigma \sigma^{\prime}}^{\lambda \lambda^{\prime}}=(2 \pi)^{\frac{1}{i}} \frac{\mu}{k}(-1)^{\lambda}
$$

$$
\begin{equation*}
\times \int \frac{J_{\lambda+1}\left(k \xi^{\prime}\right)}{\xi^{\prime}} \mathfrak{S}_{\lambda m+\sigma}^{*}\left(\hat{\xi}^{\prime}\right) V\left(\xi^{\prime}\right) \Psi_{\lambda^{\prime} m^{\prime} \sigma^{\prime}}\left(\xi^{\prime}\right) d \xi^{\prime} \tag{34}
\end{equation*}
$$

where $\beta$ is merely a phase angle. The scattering amplitude is easily transformed from one generalized angular momentum representation to the other by means of the unitary transformation

$$
\begin{align*}
f_{m+m^{\prime} \sigma \sigma^{\prime}}^{\lambda \lambda^{\prime}}=\sum_{m=m_{-}} & b_{\lambda}\left(m_{-}, \sigma\right) \\
& \times f_{m+m^{\prime} ; m_{-} m_{-}} \cdot b_{\lambda^{\prime}}\left(m_{-}^{\prime}, \sigma^{\prime}\right) . \tag{35}
\end{align*}
$$

A variational method for computing the scattering amplitude corresponding to the two-particle collision process has been developed by Schwinger. ${ }^{11}$ This procedure can be suitably adapted to the threeparticle case by expressing the scattering amplitude as

$$
\begin{align*}
& f_{m_{1} m_{1}{ }^{\prime} ; m_{2} m_{2}^{\prime}}^{\lambda \cdot}=(2 \pi)^{\frac{1}{j}} \frac{\mu}{k}(-1)^{\lambda} \int \frac{J_{\lambda+1}\left(k \xi^{\prime}\right)}{\xi^{\prime}} \mathcal{g}_{x m_{1} m_{2}}^{*} \\
& \left.\times\left(\hat{\xi}^{\prime}\right) V\left(\xi^{\prime}\right) \Psi_{\lambda^{\prime} m_{2}^{\prime} m_{2}}, \xi^{\prime}\right) d \xi^{\prime} \\
& =f_{m+m+^{\prime} ; m-m-}^{\lambda \lambda^{\prime}} e^{i \beta}, \tag{33}
\end{align*}
$$

$$
\begin{equation*}
f\left(\hat{\pi}_{0}, \hat{\pi}_{i}\right)=\frac{\left[\int \psi^{*}(\xi) U(\xi) \exp \left(i \pi_{i} \cdot \xi\right) d \xi\right]\left[\int \exp \left(-i \pi_{0} \cdot \xi^{\prime}\right) U\left(\xi^{\prime}\right) \psi\left(\xi^{\prime}\right) d \xi^{\prime}\right]}{\left[\psi^{*}(\xi) U(\xi) \psi(\xi) d \xi-\frac{k^{\frac{1}{2}} e^{-i \pi / 4}}{(2 \pi)^{\frac{1}{2}}} \iint \psi^{*}(\xi) U(\xi) \frac{e^{i k R}}{R^{\frac{1}{2}}} U\left(\xi^{\prime}\right) \psi\left(\xi^{\prime}\right) d \xi^{\prime} d \xi\right]}, \tag{36}
\end{equation*}
$$

where $R=\left|\xi-\xi^{\prime}\right|$ and $U(\xi)=\mu V(\xi)$. Variation of $f$ with respect to $\psi^{*}$ then yields Eq. (29). The utility of this principle lies in computing wavefunctions $\psi$ which make the scattering amplitude on extremum,
and therefore presumably give a best fit to it. In practice this is carried out by writing the wave-

[^39]function of the system as a function of various parameters, e.g.,
\[

$$
\begin{equation*}
\psi=\sum_{i} \alpha_{i} \phi_{i} \tag{37}
\end{equation*}
$$

\]

Variation of $f$ with respect to the expansion parameters $\alpha_{i}$ results in the set of simultaneous equations

$$
\begin{equation*}
\partial f / \partial \alpha_{i}=0 \tag{38}
\end{equation*}
$$

which are then solved for $\alpha_{i}$. This procedure, of course, yields only an upper or lower bound to the magnitude of the scattering amplitude depending upon whether the potential is repulsive or attractive; the "goodness" of the approximation depends upon an adroit choice of the basis $\left(\phi_{i}\right)$. It is hoped that this approach can be exploited in the eventual treatment of actual three-body problems.

In two-particle scattering, the differential scattering cross section $\sigma(\theta, \varphi)$ is related to the scattering amplitude by the equality

$$
\begin{equation*}
\sigma(\theta, \varphi)=|f(\theta, \varphi)|^{2}, \tag{39}
\end{equation*}
$$

where $(\theta, \varphi)$ fix the orientation of the outgoing with respect to the incoming momentum. Derivation of the three-particle analogue of (39) can be approached in two ways which, of course, must yield the same result. The first one is based on the elementary definition of cross section

$$
\begin{equation*}
\sigma\left(\boldsymbol{\pi}_{0}, \boldsymbol{\pi}_{\mathbf{i}}\right)=\left[\left|\mathbf{j}_{\text {out }}\right| /\left|\mathbf{j}_{\mathbf{i n}_{n}}\right| \xi^{3} d \Omega\right. \tag{40}
\end{equation*}
$$

where $\mathbf{j}_{\text {in }}$ and $\mathbf{j}_{\text {out }}$ are the probability current densities of the incoming and outgoing particles, respectively, and $\xi^{3} d \Omega$ is an element of "surface area" of a large hypersphere the center of which is coincident with the center of scattering. The probability current densities are given by

$$
\begin{align*}
\mathbf{j}_{\mathrm{out}} & =(1 / 2 i \mu)\left[\psi_{\mathrm{so}}^{*} \nabla \psi_{\mathrm{so}}-\left(\nabla \psi_{\mathrm{sc}}^{*}\right) \psi_{\mathrm{sc}}\right],  \tag{41a}\\
\mathbf{j}_{\mathrm{in}} & =(1 / 2 i \mu)\left[\phi_{\mathrm{i}}^{*} \nabla \phi_{\mathrm{i}}-\left(\nabla \phi_{\mathrm{i}}^{*}\right) \phi_{\mathrm{i}}\right], \tag{41b}
\end{align*}
$$

where $\psi_{\mathrm{sc}}$ and $\phi_{\mathrm{i}}$ are the scattered and incident wavefunctions, respectively and $\mu$ is the reduced mass. The normalized wavefunctions $\phi_{i}$ and $\psi_{\mathrm{ac}}$ are

$$
\begin{align*}
\phi_{\mathrm{i}}(\xi) & =\left[1 /(2 \pi)^{2}\right] \exp (i \pi \cdot \xi),  \tag{42a}\\
\psi_{\mathrm{sc}}(\xi) & =\left(k^{\frac{1}{2}} / \xi^{2}\right) e^{-i \pi / 4} e^{i k \xi} f\left(\hat{\pi}_{0}, \hat{\pi}_{i}\right), \tag{42b}
\end{align*}
$$

from which we obtain, with the aid of (41) and (40),

$$
\begin{equation*}
\sigma\left(\boldsymbol{\pi}_{0}, \boldsymbol{\pi}_{i}\right)=k\left|f\left(\hat{\pi}_{0}, \hat{\pi}_{i}\right)\right|^{2} \tag{43}
\end{equation*}
$$

The cross section $\sigma$ has the dimensions of length cubed since $f\left(\hat{\pi}_{0}, \hat{\pi}_{i}\right)$ can be shown to have dimensions of length squared.

We make the second approach via the appropriate matrix element of the transition rate amplitude
$R_{\boldsymbol{n}_{0}, \boldsymbol{m}_{i}}$ corresponding to the collision process

$$
\begin{equation*}
\sigma\left(\pi_{0}, \pi_{i}\right)=\left(2 \pi / V_{0}\right) \rho(E)\left|R_{\boldsymbol{\pi}_{0}, \boldsymbol{x}_{i}}\right|^{2}, \tag{44}
\end{equation*}
$$

where $V_{0}$ is the velocity of the incoming particles given by $V_{0}=k / \mu$, and $\rho(E)$ is the number of final states per unit energy:

$$
\begin{equation*}
\rho\left(E^{\prime}\right)=\frac{k^{3}}{(2 \pi)^{4}} \frac{d k}{d E} d \Omega=\frac{\mu k^{2}}{(2 \pi)^{4}} d \Omega . \tag{45}
\end{equation*}
$$

The matrix element in question is $\langle 0| V|i\rangle$ which can be recast in the more useful form ${ }^{9}$

$$
\begin{equation*}
R_{\pi_{0} \cdot \pi_{i}}=\lim _{\epsilon \rightarrow+0}-i \epsilon\left\langle\pi_{0} \mid \pi_{i}\right\rangle, \tag{46}
\end{equation*}
$$

or, explicitly in terms of (42),

$$
\begin{align*}
& R_{\pi_{0}, \pi i}=\lim _{\epsilon \rightarrow+0}(-i \epsilon) \int_{0}^{\infty} \int_{0}^{t \pi} \int_{0}^{2 \pi} \int_{0}^{2 \pi} \exp \left(-i \pi_{0} \xi\right) \\
& \times\left[\exp \left(i \pi_{i} \cdot \xi\right)+\frac{k^{k}}{\left.\xi^{\frac{1}{2}} e^{i k \xi} e^{-i \pi / 4} e^{-\epsilon \mu \xi / k} f\left(\hat{\pi}_{0}, \hat{\pi}_{i}\right)\right] \xi^{3} d \xi d \Omega}\right. \tag{47}
\end{align*}
$$

in which the factor $e^{-\epsilon \mu / / k}$ is introduced because of the requirement that we replace the energy $E$ by $E+i \epsilon$ when we move into the first quadrant of the complex plane. The term containing $\exp \left[i\left(\pi_{i}-\pi_{0}\right) \cdot \xi\right]$ contributes a delta function which is of no interest since it indicates no scattering. In order to carry out the second integration, one must expand the plane wave (momentum eigenfunction) $\exp \left(-i \pi_{0} \cdot \xi\right)$ in a series of generalized angular momentum eigenfunctions $\mathscr{J}_{\lambda m_{1} m_{2}}$ (see Appendix B). Making this substitution in (39), and changing the lower limit of the $\xi$ integration to some large but finite value $r$, we obtain

$$
\begin{align*}
R_{\pi_{0}, \pi_{i}}= & \lim _{\epsilon \rightarrow+0}(-i \epsilon) \sum_{m_{1} m_{2}}(2 \pi)^{2}(-i)^{\lambda} \\
& \times \int_{0}^{\infty} \int_{0}^{i \pi} \int_{0}^{2 \pi} \int_{0}^{2 \pi} \frac{J_{\lambda+1}(k \xi) e^{i k \xi}}{k^{i} \xi^{\prime / 2}} \\
& \times e^{-\epsilon \mu \xi / k e^{-i \pi / 4} \mathcal{J}_{\lambda m_{1} m_{2}}\left(\chi^{\prime \prime} \phi_{1}^{\prime \prime} \phi_{2}^{\prime \prime}\right)} \\
& \times \mathfrak{J}^{*} m_{1} m_{2}\left(\chi^{\prime} \phi_{1}^{\prime} \phi_{2}^{\prime}\right) f\left(\chi \phi_{1} \phi_{2} ; \chi^{\prime} \phi_{1} \phi_{2}\right) \\
& \times \xi^{3} d \xi \sin \chi^{\prime} \cos \chi^{\prime} d \chi^{\prime} d \phi_{1}^{\prime} \phi_{2}^{\prime} . \tag{48}
\end{align*}
$$

The artifice of assuming a large finite value for the lower limit of the integral over $\xi$ is quite legitimate; the integral $\int_{0}^{\infty}$ can be split into a sum $\int_{r}^{\infty}+\int_{0}^{r}$ wherein the second integral $\int_{0}^{r}$ is finite and therefore yields no contribution to $R_{\pi_{0}, \pi_{i}}$ in the limit $\epsilon$ approaches +0 . Since the value of $\xi$ is large in the region of integration, the Bessel function $J_{\lambda+1}(k \xi)$ can be replaced by its asymptotic form. With the aid of (31) we obtain

$$
\begin{equation*}
R_{\pi_{0}, \pi_{i}}=\left[(2 \pi)^{\left.\frac{1}{2} / \mu\right] f\left(\hat{\pi}_{0}, \hat{\pi}_{i}\right) .}\right. \tag{49}
\end{equation*}
$$

Finally one again arrives at the relation between the scattering amplitude and cross section when the form of $R_{\boldsymbol{z}_{0}, \boldsymbol{z}_{i}}$ given by (49) is substituted into (44).

$$
\begin{equation*}
\sigma\left(\pi_{0} \pi_{i}\right)=k\left|f\left(\hat{\pi}_{0}, \hat{\pi}_{i}\right)\right|^{2} \tag{43}
\end{equation*}
$$

wherein $f\left(\hat{\pi}_{0}, \hat{\pi}_{i}\right)$ can be represented in ( $\chi \phi_{1} \phi_{2}$ ), ( $\chi \phi_{-} \phi_{+}$) or in $\left({ }_{j} \Theta_{i} \Phi, \varphi\right)$ coordinates.

## 4. PARTIAL-WAVE ANALYSIS

One of the most useful methods of analyzing lowenergy two-body scattering is the expansion of the scattering amplitude in "partial waves" each of which is associated with a definite orbital angular momentum. The simplest case is that of a "central" short-range potential, i.e., $V=V(|\xi|)$. Although of very great importance in two-particle scattering, this appears at first glance to be a very unphysical interaction when one extends it to the three-particle case. Nevertheless, consideration of the connection between $|\xi|$ and the moment of inertia of the three particles about an axis through the center of mass and perpendicular to the plane of the particles, i.e., $I=\mu \xi^{2}$ where $\mu$ is the reduced mass and $I$ is the moment of inertia, shows that it is reasonable, at least to first approximation. If the particles must simultaneously be within a certain distance of each other for the potential to act, the moment of inertia $I$ must be less than some value $I_{0}$. A "square well" potential would then have the form

$$
\begin{align*}
V(|\xi|) & =V_{0} ; \quad\left(I_{0} / \mu\right)<\xi_{0}^{2} \\
& =O\left(I_{0} / \mu\right)>\xi_{0}^{2} . \tag{50}
\end{align*}
$$

If (50) does represent the interaction potential, the solution to the wave equation can be separated into radial and angular parts; the general solution is of the form
$\Psi_{\pi_{i}}(\xi)=\sum_{\lambda m_{1} m_{1}} A_{\lambda m_{1} m_{2}} \frac{R_{\lambda}(k \xi)}{k \xi} g_{\lambda m_{1} m_{2}}^{*}\left(\hat{\pi}_{i}\right) \mathscr{d}_{\lambda m_{1} m_{2}}(\hat{\xi})$,
where $R_{\lambda}(k \xi)$ approaches

$$
(1 / k \xi)^{\frac{1}{2}} \sin \left[k \xi-\frac{1}{4}(2 \lambda+1) \pi+\eta_{\lambda}\right]
$$

asymptotically; the $\eta_{\mathrm{\lambda}}$ are the three-body $\lambda$-dependent scattering phase shifts. Now the wavefunction of the system, $\Psi_{\pi_{0}}(\xi)$, can also be expressed as a function of the scattering amplitude (28). In addition, the asymptotic form of (51) can be separated into a part containing the common factor $e^{i k \xi}$ and another part containing the common factor $e^{-i k \xi}$ : After the
expansion of $\phi_{i}(\xi)$ in generalized angular momentum eigenfunctions (see Appendix B), we can equate the coefficients of $e^{i k \xi}$ and $e^{-i k \xi}$ appearing in the two forms of $\Psi_{\boldsymbol{x}_{i}}(\xi)$ and solve for $A_{\lambda_{m_{1}, ~}}$ :

$$
\begin{equation*}
A_{\lambda m_{2} m_{2}}=(2 \pi)^{2}(i)^{\lambda} e^{i n \lambda} \tag{52}
\end{equation*}
$$

and
$f\left(\hat{\pi}_{0}, \hat{\pi}_{i}\right)$

$$
\begin{equation*}
=\frac{(2 \pi)^{\frac{1}{2}}}{i k^{2}} \sum_{\lambda m_{1} m_{2}}\left(e^{2 i n \lambda}-1\right) \mathscr{J}_{m_{1} m_{2}}^{*}\left(\hat{\pi}_{0}\right) \mathscr{J}_{\lambda m_{1} m_{2}}\left(\hat{\pi}_{i}\right) \tag{53}
\end{equation*}
$$

By comparing (53) with (31) and (33) it becomes evident that

$$
\begin{gather*}
f_{m_{1} m_{1}^{\prime} m_{2} m_{2}^{\prime}}^{\lambda \lambda^{\prime}}=\frac{(2 \pi)^{\frac{3}{2}}}{i k^{2}}\left(e^{2 i \eta \lambda}-1\right) \delta_{\lambda \lambda^{\prime}} \delta_{m_{1} m_{2}^{\prime}} \delta_{m_{2} m_{2^{\prime}}} \\
=f^{\lambda}=f_{m_{+}++^{\prime}, \sigma \sigma^{\prime}}^{\lambda .} \tag{54}
\end{gather*}
$$

More complicated cases involving "noncentral" potentials will result in more complicated expressions for $f_{m_{1} m_{2}, m_{2} m_{2}}^{\lambda \lambda^{\prime}}$ or alternatively $f_{m+m^{\prime}, \sigma \sigma^{\prime}}^{\lambda \lambda{ }^{\prime}}$, which have off-diagonal terms and involve phase shifts labeled by $m_{1}$ and $m_{2}\left(m_{+}\right.$and $\left.\sigma\right)$. A general treatment of such potential functions, an example of which is

$$
\begin{align*}
V(\xi)= & V_{0}(|\xi|)\left(1+\alpha \hat{\xi}^{1} \cdot \xi^{2}\right) ; \\
& (\xi)^{2}+\alpha \xi^{2} \cdot \xi^{2}<\left(\xi_{0}\right)^{2} \\
= & (\xi ; \quad)^{2}+\alpha \xi^{1} \cdot \xi^{2}>\left(\xi_{0}\right)^{2}, \tag{55}
\end{align*}
$$

will be deferred for a future paper.

## INELASTIC SCATTERING

Inelastic scattering is possible if one or more of the particles has internal structure or two of the particles can combine. Typical examples of the latter are three-body attachment of electrons to neutral atoms, three-body electron-ion recombination, and formation of diatomic molecules by means of threebody atomic collisions. The case in which the number of free-particles is conserved will be considered first.

If the three particles all have internal structure, the free-particle wavefunctions are of the form

$$
\begin{align*}
& \phi_{i}=\left[1 /(2 \pi)^{2}\right] R_{m}(\rho) S_{n}(\sigma) T_{\nu}(\tau) \\
& \times \exp \left[i\left(\pi_{\alpha}^{1} \cdot \xi^{1}+\pi_{\alpha}^{2} \cdot \xi^{2}\right)\right] \tag{56}
\end{align*}
$$

where $R_{m}(\rho), S_{n}(\sigma)$, and $T_{p}(\tau)$ represent the internal structures of the particles. The Green's function (14) of the three-body interaction then takes the form

$$
\begin{equation*}
G_{E}^{(+)}\left(\xi, \xi^{\prime}\right)=\lim _{\epsilon \rightarrow+0} \frac{1}{(2 \pi)^{4}} \sum_{\mu \nu \lambda} \int \frac{\exp \left[i \pi_{\alpha} \cdot\left(\xi-\xi^{\prime}\right)\right] R_{\mu}(\rho) S_{\nu}(\sigma) T_{\lambda}(\tau) R_{\mu}^{*}\left(\rho^{\prime}\right) S_{v}^{*}\left(\sigma^{\prime}\right) T_{\lambda}^{*}\left(\tau^{\prime}\right)}{E-E_{\alpha}-E_{\lambda}-E_{\nu}-E_{\mu}+i_{\epsilon}} d \pi_{\alpha} \tag{57}
\end{equation*}
$$

If we now make the substitution

$$
\begin{equation*}
(1 / 2 \mu) k_{\mu \nu \lambda}^{2}=E-E_{\lambda}-E_{\nu}-E_{\mu}, \tag{58}
\end{equation*}
$$

and carry out the integrations indicated in (57) using the methods of Sec. 2, we obtain

$$
\begin{gather*}
G_{R}^{(+)}\left(\xi_{\rho} \rho \tau ; \xi^{\prime} \rho^{\prime} \sigma^{\prime} \tau^{\prime}\right)=\frac{\sum_{\mu \nu \lambda} i \mu k_{\mu \nu \lambda} A_{1}^{(1)}\left(k_{\mu \nu \lambda}\left|\xi-\xi^{\prime}\right|\right)}{4 \pi\left|\xi-\xi^{\prime}\right|} \\
\times R_{\mu}(\rho) S_{\nu}(\sigma) T_{\lambda}(\tau) R_{\mu}^{*}\left(\rho^{\prime}\right) S_{\lambda}^{*}\left(\sigma^{\prime}\right) T_{\lambda}^{*}\left(\tau^{\prime}\right) \tag{59}
\end{gather*}
$$

for the Green's function, and thus,

$$
\begin{align*}
& \psi(\xi, \rho, \sigma, \tau)=\varphi(\xi, \rho, \sigma, \tau) \\
& \quad+\int G_{K}^{(+)}\left(\xi, \rho \sigma \tau, \xi^{\prime} \rho^{\prime} \sigma^{\prime} \tau^{\prime}\right) V\left(\xi^{\prime}, \rho^{\prime} \sigma^{\prime} \tau^{\prime}\right) \\
& \quad \times \psi\left(\xi^{\prime}, \rho^{\prime}, \sigma^{\prime}, \tau^{\prime}\right) d \xi^{\prime} d \rho^{\prime} d \sigma^{\prime} d \tau^{\prime} \tag{60}
\end{align*}
$$

for the wavefunction of the system. As in Eq. (56), the wavefunction $\psi(\xi, \rho, \sigma, \tau)$ is separable and can in general be written

$$
\begin{equation*}
\psi(\xi, \rho, \sigma, \tau)=\sum_{\mu \nu \lambda} \psi_{\mu>\lambda}(\xi) R_{\mu}(\rho) S_{p}(\sigma) T_{\lambda}(\tau) \tag{61}
\end{equation*}
$$

which allows the "external" wavefunction to be expressed as

$$
\begin{align*}
& \psi_{\mu \nu \lambda}(\xi)=\phi_{\psi^{\prime \prime}} \nu^{\prime \prime} \lambda^{\prime \prime}(\xi) \delta_{\mu \mu^{\prime \prime}, v^{\prime \prime}, \lambda \lambda^{\prime \prime}} \\
& \quad+\sum_{\mu^{\prime} r^{\prime} \lambda^{\prime \prime}} \int G_{\mu \mu \lambda \lambda}^{(+)}\left(\xi, \xi^{\prime}\right)\langle\mu \nu \lambda| V\left(\xi^{\prime}\right)\left|\mu^{\prime} \nu^{\prime} \lambda^{\prime}\right\rangle \\
& \quad \times \psi_{\mu^{\prime} v^{\prime} \lambda^{\prime}}\left(\xi^{\prime}\right) d \xi^{\prime} \tag{62}
\end{align*}
$$

where

$$
\begin{align*}
& \langle\mu \nu \lambda| V\left(\xi^{\prime}\right)\left|\mu^{\prime} \nu^{\prime} \lambda^{\prime}\right\rangle \\
& =\int R_{\mu}\left(\rho^{\prime}\right) S_{\nu}\left(\sigma^{\prime}\right) T_{\lambda}\left(\tau^{\prime}\right) V\left(\xi^{\prime}, \rho^{\prime}, \sigma^{\prime}, \tau^{\prime}\right) \\
& \quad \times R_{\mu^{\prime}}^{*}\left(\rho^{\prime}\right) S_{\nu^{\prime}}^{*}\left(\sigma^{\prime}\right) T_{\lambda}^{*}\left(\tau^{\prime}\right) d \rho^{\prime} d \sigma^{\prime} d \tau^{\prime} \tag{63}
\end{align*}
$$

Taking the asymptotic form of $G_{B}^{(+)}[E q$. (23)], we obtain for (63)

$$
\begin{align*}
& \psi_{\pi^{\prime} \mu \nu \lambda}(\xi)=\phi_{\mu^{\prime \prime}{ }^{\prime \prime}{ }^{\prime \prime} \lambda^{\prime \prime}}(\xi) \delta_{\mu \mu^{\prime}, \cdot \nu \nu^{\prime \prime}, \lambda \lambda^{\prime \prime}} \\
& +\left[e^{-i \pi / 4} k_{\mu \nu \lambda}^{z} e^{i k_{p}>\lambda} /(2 \pi)^{\left.\frac{1}{2} \xi^{\frac{1}{3}}\right]}\right]\left(\hat{\mathrm{A}}_{\mu \nu \lambda}^{i}, \hat{\pi}_{\mu^{\prime \prime} \nu^{\prime \prime} \lambda^{\prime \prime}}^{0}\right) . \tag{64}
\end{align*}
$$

The scattering amplitude is then given by

$$
\begin{align*}
& f\left(\hat{\pi}_{\mu \nu \lambda \lambda}^{i}, \hat{\pi}_{\mu^{\prime} \nu^{\prime} \lambda^{\prime}}^{0}\right)=\frac{\mu}{(2 \pi)^{\frac{1}{2}}} \int \exp \left(-i k_{\mu \nu \lambda^{\prime}} \xi^{\prime} \alpha\right) \\
& \quad \times\langle\mu \nu \lambda| V\left(\xi^{\prime}\right)\left|\mu^{\prime} \nu^{\prime} \lambda^{\prime}\right\rangle \psi_{\pi^{i}, \mu^{\prime} \nu^{\prime} \lambda^{\prime}}\left(\xi^{\prime}\right) d \xi^{\prime} . \tag{65}
\end{align*}
$$

If two of the particles, which we shall assume to be structureless, are bound together in the final state, we have a situation in which $\left|\pi_{2}\right|$ is imaginary, or equivalently

$$
\chi=\frac{1}{2} \pi+i \alpha
$$

where $\alpha$ is real. The Green's function of system then takes the form

$$
\begin{align*}
& G_{B^{\prime}}\left(\xi, \xi^{\prime}\right)=\lim _{\epsilon \rightarrow+0} \frac{2 \mu}{(2 \pi)^{2}} \\
& \quad \times \sum_{n} \int \frac{\exp \left[i \pi_{2} \cdot\left(\xi_{2}-\xi_{2}^{\prime}\right)\right]}{k^{\prime 2}-k^{2}+2 i \mu \epsilon} \phi_{n}\left(\xi_{1}\right) \phi_{n}^{*}\left(\xi_{1}^{\prime}\right) d \pi_{2} \\
& =\lim _{\rightarrow+9} \frac{2 \mu}{(2 \pi)^{2}} \sum_{n} \phi_{n}\left(\xi_{1}\right) \phi_{n}^{*}\left(\xi_{1}^{\prime}\right) \\
& \quad \times \int \frac{\exp \left(i k \cosh \alpha_{n}\left|\xi_{2}-\xi_{\xi}^{\prime}\right| \cos \phi_{2}\right)}{k^{2}-k^{2}+2 i \mu \epsilon} k d k d \phi_{2} \\
& =\left[2 \mu /(2 \pi)^{2}\right] \sum_{n} \phi_{n}\left(\xi_{1}\right) \phi_{n}^{*}\left(\xi_{\xi}^{\prime}\right) \frac{1}{2}(\pi i) \\
& \quad \times H_{0}^{(1)}\left(k \cosh \alpha_{n}\left|\xi_{2}-\xi_{2}^{\prime}\right|\right), \tag{66}
\end{align*}
$$

where $\phi_{n}\left(\xi_{1}\right)$ are the energy eigenfunctions of the bound (12) pair. Because the energy spectrum of this pair is discrete, the "angles" $\alpha_{n}$ can assume certain allowed values only, which are related to the internal energy of the pair $E_{12}$ by the equality

$$
\begin{equation*}
E_{12}^{n}=-(1 / 2 \mu) k^{2} \sinh ^{2} \alpha_{n} \tag{67}
\end{equation*}
$$

In the asymptotic region, $G_{R^{\prime}, n}^{(+)}$takes the form

$$
\begin{align*}
& G_{B^{\prime}, n}^{(+)}\left(\xi, \xi^{\prime}\right)=\frac{\mu e^{i \pi / s}}{(2 \pi)^{T}} \phi_{n}\left(\xi_{1}\right) \phi_{n}^{*}\left(\xi_{1}^{\prime}\right) \\
& \times \frac{\exp \left(i k_{n}\left|\xi_{2}-\xi_{2}^{\prime}\right|\right)}{k_{n}^{\frac{i}{4}\left|\xi_{2}-\xi_{2}^{\prime}\right|^{2}},} \tag{68}
\end{align*}
$$

where $k_{n} \equiv k \cosh \alpha_{n}$. Using Eqs. (15) and (68) one can immediately write down the wavefunction of the system:

$$
\begin{equation*}
\psi_{x i}(\xi)=\sum_{n} \frac{e^{i \pi / 4} e^{i k=}}{\left(k_{n} \xi_{2}\right)^{\frac{1}{2}}} \phi_{n}\left(\xi_{1}\right) f\left(\hat{\pi}_{n}^{0}, \hat{\pi}^{i}\right) \tag{69}
\end{equation*}
$$

where

$$
\begin{align*}
& f\left(\hat{\pi}_{n}^{0}, \hat{\pi}^{i}\right)=\frac{\mu}{(2 \pi)^{1}} \\
& \quad \times \int \exp \left(-i \pi_{2 n} \cdot \xi_{2}\right) \phi_{n}\left(\xi_{1}\right) V(\xi) \psi_{\pi_{i}}(\xi) d \xi \tag{70}
\end{align*}
$$

is the three-body scattering amplitude corresponding to the rearrangement process. This treatment can be readily generalized to the case of particles with internal structure.

Computation of the inelastic cross section in terms of the scattering amplitude (65), by the methods of Sec. 4, yields

$$
\begin{equation*}
\sigma_{\boldsymbol{\pi}_{n^{0}}^{0}, \boldsymbol{\pi}_{n^{\prime}}}\left(n^{\prime} \rightarrow n\right)=\left(k_{n}^{2} / k_{n^{\prime}}\right)\left|f\left(\hat{\pi}_{n}^{0}, \hat{\pi}_{n^{\prime}}^{i}\right)\right|^{2}, \tag{71}
\end{equation*}
$$

where $k_{n^{\prime}}$ represents the momentum of the incident particles, and $n^{\prime}$ and $n$ represent the quantum numbers of the internal states of the three incident particles before and after scattering, respectively.

The cross section for scattering into a given exit channel can also be expressed in terms of the threeparticle scattering matrix which connects that exit channel with the entrance channel. Normalizing the wavefunction of the system to unit flux in the entrance channel we can write the hyperradial part as ${ }^{12}$

$$
\begin{align*}
& R_{\gamma \gamma^{\prime}}(\xi)=\left(\frac{2 \pi}{k_{\gamma} \xi}\right)^{\frac{3}{2}} \frac{1}{\left(V_{\gamma^{\prime}}\right)^{\frac{1}{2}}} \\
& \quad \times\left\{\delta_{\gamma \gamma^{\prime}} \exp \left[-i k_{\gamma^{\prime}} \xi-\frac{2 \lambda+1}{4} \pi\right)\right] \\
&\left.-S_{\gamma \gamma^{\prime}} \exp \left[i\left(k_{\gamma^{\prime}} \xi-\frac{2 \lambda+1}{4} \pi\right)\right]\right\}, \tag{72}
\end{align*}
$$

the angular part as

$$
\begin{aligned}
& F_{\gamma}\left(\bar{\chi} \bar{\phi}_{1} \Phi_{2} ; \chi \phi_{1} \phi_{2}\right) \\
&=\mathcal{J}_{\lambda_{\gamma} \cdot m_{1} \cdot m_{2} \gamma}^{*} \cdot\left(\bar{\chi} \Phi_{1} \bar{\phi}_{2}\right) \mathcal{J}_{\lambda_{\gamma} \cdot m_{1} \gamma m_{2} \gamma} \cdot\left(\chi \phi_{1} \phi_{2}\right)
\end{aligned}
$$

in the ( $\lambda m_{1} m_{2}$ ) representation, and the internal part as $I(\rho, \sigma, \tau)$, where $\rho, \sigma$, and $\tau$ are the internal coordinates of the three particles. The total flux in the outgoing channel is obtained by squaring the modulus of the complete wavefunction RFI and integrating over the hypersolid angles $\bar{\Omega}$ and the internal coordinates of the particles:

$$
\begin{align*}
\text { flux out }= & \int\left|R_{\gamma \gamma^{\prime}}(\xi)\right|^{2}\left|F_{\gamma^{\prime}}\left(\bar{\chi} \bar{\phi}_{1} \phi_{2} ; \chi \phi_{1} \phi_{2}\right)\right|^{2} \\
& \times|I(\rho \sigma \tau)|^{2} d \bar{\Omega} d \Omega v_{\gamma^{\prime}} \xi^{3} d \rho d \sigma d \tau \\
= & (2 \pi / k)^{3}\left|\delta_{\gamma \gamma^{\prime}}-S_{\gamma \gamma^{\prime}}\right|^{2}, \tag{73}
\end{align*}
$$

where $v_{\gamma}$, is the hypervelocity of the particles in the exit channel $\gamma^{\prime}$. Using the definition of cross section (40) and the fact that the entrance flux is unity, the cross section for exit channel $\gamma^{\prime}$ can be expressed as

$$
\begin{equation*}
\sigma\left(\gamma \rightarrow \gamma^{\prime}\right)=(2 \pi / k)^{3}\left|\delta_{\gamma \gamma^{\prime}}-S_{\gamma \gamma^{\prime}}\right|^{2} \tag{74}
\end{equation*}
$$

For the case of scattering by a "central" potential (Sec. 4) the phase shifts $\eta_{\lambda}$ can be related to the diagonal elements of the scattering matrix by the familiar relation

$$
\begin{equation*}
S_{\lambda \lambda}=e^{2 i \eta \lambda} \tag{75}
\end{equation*}
$$

where $\eta_{\lambda}$ is in general a complex quantity, the real
${ }^{12}$ See, for example, J. M. Blatt and V. F. Weisskopf, Theoretical Nuclear Physics (John Wiley \& Sons, Inc., New York, 1952), p. 519.
part of which is associated with elastic scattering and the imaginary part with inelastic scattering.

## 6. IDENTICAL PARTICLES

In the foregoing treatment of three-particle scattering we have considered distinguishable particles only. If we are to extend the case to indistinguishable particles (fermions or bosons), the wavefunctions must be properly symmetrized:

$$
\begin{align*}
\psi=(6)^{-\frac{1}{2}} & \sum_{\mathscr{P}} \zeta_{\mathbb{P}} P \\
& \times\left\{\exp \left[i\left(\mathbf{p}^{1} \cdot \mathbf{x}^{1}+\mathbf{p}^{2} \cdot \mathbf{x}^{2}+\mathbf{p}^{3} \cdot \mathbf{x}^{3}\right)\right]\right\}, \tag{76}
\end{align*}
$$

where $p^{i}$ and $x^{i}$ are the momentum and position of particle $i$ in the laboratory system, $P$ is the particle permutation operator and $\zeta_{\odot}$ is described by

$$
\zeta_{\odot}=1 \text { bosons, }
$$

$\zeta_{\mathbb{P}}=$
$\left.\begin{array}{l}-1 \text { for an odd number of permutations } \\ +1 \text { for an even number of permutations }\end{array}\right\}$ fermions.
If we transform to the $\xi-\pi$ coordinate system of Eq. (7), (73) then takes the form

$$
\begin{align*}
\psi=\exp (i \mathbf{P} & \cdot \mathbf{X})(6)^{-\frac{1}{2}}\left\{\exp \left[i\left(\pi^{1} \cdot \xi^{1}+\pi^{2} \cdot \xi^{2}\right)\right]\right. \\
& +\eta \exp \left[\frac { 1 } { 2 } i \left(\pi^{1} \cdot \xi^{1}-\pi^{2} \cdot \xi^{2}\right.\right. \\
& \left.\left.-\sqrt{3} \pi^{1} \cdot \xi^{2}-\sqrt{3} \pi^{2} \cdot \xi^{1}\right)\right] \\
& +\eta \exp \left[\frac { 1 } { 2 } i \left(\pi^{1} \cdot \xi^{1}-\pi^{2} \cdot \xi^{2}\right.\right. \\
& \left.\left.+\sqrt{3} \pi^{1} \cdot \xi^{2}+\sqrt{3} \pi^{2} \cdot \xi^{1}\right)\right] \\
& +\eta \exp \left[i\left(-\pi^{1} \cdot \xi^{1}+\pi^{2} \cdot \xi^{2}\right)\right] \\
& +\exp \left[\frac { 1 } { 2 } i \left(-\pi^{1} \cdot \xi^{1}-\pi^{2} \cdot \xi^{2}\right.\right. \\
& \left.\left.+\sqrt{3} \pi^{1} \cdot \xi^{2}-\sqrt{3} \pi^{2} \cdot \xi^{1}\right)\right] \\
& +\exp \left[\frac { 1 } { 2 } i \left(-\pi^{1} \cdot \xi^{1}-\pi^{2} \cdot \xi^{2}\right.\right. \\
& \left.\left.\left.-\sqrt{3} \pi^{1} \cdot \xi^{2}+\sqrt{3} \pi^{2} \cdot \xi^{1}\right)\right]\right\} \tag{77}
\end{align*}
$$

where $\mathbf{P}$ is the momentum and $\mathbf{X}$ the position of the center of mass of the three particles; $\eta=-1$ for fermions and +1 for bosons. One can now compute the free-particle Green's function just as in Sec. 3, obtaining 6 terms instead of one:

$$
\begin{align*}
& G_{k}^{(+)}\left(\xi, \xi^{\prime}\right)=\frac{i \mu k}{4 \pi} \\
& \quad \times\left[\frac{H_{1}^{(1)}\left(k r_{1}\right)}{r_{1}}+\eta \frac{H_{1}^{(1)}\left(k r_{2}\right)}{r_{2}}+\eta \frac{H_{1}^{(1)}\left(k r_{3}\right)}{r_{3}}\right. \\
& \left.\quad+\eta \frac{H_{1}^{(1)}\left(k r_{4}\right)}{r_{4}}+\frac{H_{1}^{(1)}\left(k r_{5}\right)}{r_{5}}+\frac{H_{1}^{(1)}\left(k r_{6}\right)}{r_{6}}\right], \tag{78}
\end{align*}
$$

where the $r_{i}$ are related to $\xi^{1}$ and $\xi^{2}$ as follows:

$$
\begin{aligned}
& r_{1}^{2}=\xi^{2}+\xi^{\prime 2}-2\left(\xi^{1} \cdot \xi^{\prime 1}+\xi^{2} \cdot \xi^{\prime 2}\right), \\
& r_{2}^{2}=\xi^{2}+\xi^{\prime 2}-\left(\xi^{1} \cdot \xi^{\prime 2}-\xi^{2} \cdot \xi^{\prime 2}\right. \\
& \left.-\sqrt{3} \xi^{1} \cdot \xi^{\prime 2}-\sqrt{3} \xi^{2} \cdot \xi^{\prime 1}\right), \\
& r_{3}^{2}=\xi^{2}+\xi^{2}-\left(\xi^{1} \cdot \xi^{\prime 1}-\xi^{2} \cdot \xi^{\prime 2}\right. \\
& \left.+\sqrt{3} \xi^{1} \cdot \xi^{\prime 2}-\sqrt{3} \xi^{2} \cdot \xi^{\prime}\right), \\
& r_{4}^{2}=\xi^{2}+\xi^{\prime 2}-2\left(-\xi^{1} \cdot \xi^{\prime 1}+\xi^{\prime} \cdot \xi^{\prime 2}\right), \\
& r_{5}^{2}=\xi^{2}+\xi^{\prime 2}-\left(-\xi^{1} \cdot \xi^{\prime 1}-\xi^{2} \cdot \xi^{\prime 2}\right. \\
& \left.+\sqrt{3} \xi^{1} \cdot \xi^{\prime 2}-\sqrt{3} \xi^{2} \cdot \xi^{\prime 1}\right), \\
& r_{6}^{2}=\xi^{2}+\xi^{\prime 2}-\left(-\xi^{1} \cdot \xi^{\prime 1}-\xi^{2} \cdot \xi^{\prime 2}\right. \\
& \left.-\sqrt{3} \xi^{1} \cdot \xi^{\prime 2}+\sqrt{3} \xi^{2} \cdot \xi^{\prime 1}\right) .
\end{aligned}
$$

Computation of the scattering amplitude for the system leads to

$$
\begin{equation*}
f\left(\bar{\chi} \bar{\phi}_{1} \bar{\phi}_{2}, \chi \phi_{1} \phi_{2}\right)=\sum_{i=1}^{6} \eta^{(i)} f^{(i)}\left(\bar{\chi} \bar{\phi}_{1} \bar{\phi}_{2}, \chi \phi_{1} \phi_{2}\right), \tag{79}
\end{equation*}
$$

in which $\eta^{(i)}=+1$ for $i=1,5$, and $6 ; \eta^{(i)}=-1$ for $i=2,3$, and 4 in the case of fermions; $\eta^{(i)}=1$ for bosons. The different component scattering amplitudes $f^{(i)}$ are of the same form as (29) with the coefficient $\alpha$ of the product $k \xi$ which appears in the exponential factor $e^{-i k \xi^{\prime} \alpha}$ assuming the values $\alpha_{i}$.

$$
\begin{aligned}
& \alpha_{1}=\cos \chi \cos \tilde{\chi} \cos \left(\phi_{1}-\bar{\phi}_{1}\right) \\
& +\sin \chi \sin \bar{\chi} \cos \left(\phi_{2}-\bar{\phi}_{2}\right), \\
& \alpha_{2}=\frac{1}{2} \cos \chi \cos \bar{\chi} \cos \left(\phi_{1}-\phi_{1}\right) \\
& -\frac{1}{2} \sin \chi \sin \bar{\chi} \cos \left(\phi_{2}-\bar{\phi}_{2}\right) \\
& -\frac{1}{2} \sqrt{3} \cos \chi \sin \bar{\chi} \cos \left(\phi_{1}-\bar{\phi}_{2}\right) \\
& -\frac{1}{2} \sqrt{3} \sin \chi \cos \bar{\chi} \cos \left(\phi_{2}-\bar{\phi}_{1}\right), \\
& \alpha_{3}=\frac{1}{2} \cos \chi \cos \bar{\chi} \cos \left(\phi_{1}-\bar{\phi}_{1}\right) \\
& -\frac{1}{2} \sin \chi \sin \bar{\chi} \cos \left(\phi_{2}-\bar{\phi}_{2}\right) \\
& +\frac{1}{2} \sqrt{3} \cos \chi \sin \bar{\chi} \cos \left(\phi_{1}-\phi_{2}\right) \\
& +\frac{1}{2} \sqrt{3} \sin \chi \cos \bar{\chi} \cos \left(\phi_{2}-\phi_{1}\right), \\
& \alpha_{4}=-\cos \chi \cos \bar{\chi} \cos \left(\phi_{1}-\phi_{1}\right) \\
& +\sin \chi \sin \bar{\chi} \cos \left(\phi_{2}-\bar{\phi}_{2}\right), \\
& \alpha_{5}=-\frac{1}{2} \cos \chi \cos \bar{\chi} \cos \left(\phi_{1}-\bar{\phi}_{1}\right) \\
& -\frac{1}{2} \sin \chi \sin \bar{\chi} \cos \left(\phi_{2}-\Phi_{2}\right) \\
& +\frac{1}{2} \sqrt{3} \cos \chi \sin \bar{\chi} \cos \left(\phi_{1}-\bar{\phi}_{2}\right) \\
& -\frac{1}{2} \sqrt{3} \sin \chi \cos \bar{\chi} \cos \left(\phi_{2}-\phi_{1}\right),
\end{aligned}
$$



Fig. 2. Coupling of $N$ particles with the aid of the coordinate system given in (A1); a denotes the center of mass of particles 1 and 2, $b$ that of particles 1,2 , and 3 . $\ldots, n$ that of particles 1
to $N^{\prime}-1$.

$$
\begin{align*}
\alpha_{6}=-\frac{1}{2} & \cos \chi \cos \bar{\chi} \cos \left(\phi_{1}-\bar{\phi}_{1}\right) \\
& -\frac{1}{2} \sin \chi \sin \bar{\chi} \cos \left(\phi_{2}-\Phi_{2}\right) \\
& -\frac{1}{2} \sqrt{3} \cos \chi \sin \bar{\chi} \cos \left(\phi_{1}-\bar{\phi}_{2}\right) \\
& +\frac{1}{2} \sqrt{3} \sin \chi \cos \bar{\chi} \cos \left(\phi_{2}-\bar{\phi}_{1}\right) \tag{80}
\end{align*}
$$

corresponding to the various $f^{(i)}$. The relation between the cross section and the scattering amplitude (43) can easily be shown to be correct if we define $f$ by Eq. (79).

If only two of the particles are identical, expression ( 80 ) contains only 2 terms in the right-hand member and these are characterized by

$$
\begin{align*}
& \alpha_{1}=\cos \chi \cos \bar{\chi} \cos \left(\phi_{1}-\bar{\phi}_{1}\right) \\
& \quad+\sin \chi \sin \bar{\chi} \cos \left(\phi_{2}-\Phi_{2}\right), \\
& \alpha_{2}=-\cos \chi \cos \bar{\chi} \cos \left(\phi_{1}-\bar{\phi}_{1}\right) \\
&  \tag{81}\\
& \quad+\sin \chi \sin \bar{\chi} \cos \left(\phi_{2}-\Phi_{2}\right), \\
& \text { ACKNOWLEDGMENTS }
\end{align*}
$$
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## APPENDIX A. $N$-BODY SCATTERING IN A PLANE

The free-particle Green's function obtained for three bodies in Sec. 3 can easily be generalized to $N$ bodies by using a (normalized) coordinate system corresponding to the coupling scheme shown in Fig. 2.

The coordinate system is a simple extension of Smith's asymmetric one [Eq. (7)]:

$$
\begin{align*}
& \xi_{1}^{1}=\rho \cos \chi_{N-2} \cos \chi_{N-3} \\
& \cdots \cos \chi_{1} \cos \phi_{1} \\
& \xi_{2}^{1}=\rho \cos \chi_{N-2} \\
& \cdots \cos \chi_{1} \sin \phi_{1} \\
& \xi_{1}^{2}=\rho \cos \chi_{N-2} \\
& \xi_{2}^{2}=\rho \cos \chi_{N-2} \\
& \xi_{1}^{3}=\rho \cos \chi_{N-2}  \tag{A1}\\
& \xi_{2}^{3}=\rho \sin \chi_{1} \cos \phi_{2} \\
& \vdots \cdots \sin \chi_{1} \sin \phi_{2} \\
& \vdots \cdots \sin \chi_{2} \cos \phi_{3} \\
& \xi_{1}^{N-1}=\rho \sin \chi_{N-2} \cos \phi_{N-1} \\
& \xi_{2}^{N-1}=\rho \sin \chi_{N-2} \sin \phi_{N-1}
\end{align*}
$$

where

$$
\rho^{2}=\sum_{i=1}^{N-1}\left[\left(\xi_{1}^{j}\right)^{2}+\left(\xi_{2}^{j}\right)^{2}\right]
$$

and

$$
0 \leq \chi_{i} \leq \frac{1}{2} \pi, \quad 0 \leq \phi_{i} \leq 2 \pi
$$

The $N$-body plane wavefunctions in the center of mass of the assembly are of the form

$$
\begin{align*}
& \psi_{i}(\xi)=\left[1 /(2 \pi)^{N-1}\right] \\
& \times \exp \left[i\left(\pi^{1} \cdot \xi^{1}+\pi^{2} \cdot \xi^{2}+\cdots \pi^{N-1} \cdot \xi^{N-1}\right)\right] \tag{A2}
\end{align*}
$$

and the Green's function is accordingly generalized to

$$
\begin{align*}
G_{k \alpha}^{(+)}\left(\xi, \xi^{\prime}\right) & =\lim _{\epsilon \rightarrow+0} \frac{2 \mu}{(2 \pi)^{2 N-2}} \\
& \times \int \frac{\exp \left[i \sum_{i=1}^{N-1} \pi^{i} \cdot\left(\xi^{i}-\xi^{\prime}\right)\right]}{k_{\alpha^{2}}-k^{2}+2 i \mu \epsilon} d \pi \tag{A3}
\end{align*}
$$

where

$$
k^{2}=\sum_{i=1}^{N-1}\left|\boldsymbol{\pi}^{i}\right|^{2} .
$$

Introducing the coordinate system (A1) and integrating over the "azimuthal" angles $\phi_{i}$, we obtain

$$
\begin{align*}
& G_{k \alpha}^{(+)}\left(\xi, \xi^{\prime}\right)=\lim _{\epsilon \rightarrow+0} \frac{2 \mu}{(2 \pi)^{(N-1)}} \\
& \quad \times \int_{0}^{\frac{1}{2} \pi} \cdots \int_{0}^{\frac{1}{2} \pi} \int_{0}^{\infty} \frac{\prod_{i=1}^{N-2} J_{0}\left(k a_{i} \sin \chi_{i-1} \prod_{i=1}^{N-2} \cos \chi_{i}\right)}{k_{\alpha}^{2}-k^{2}+2 i \mu \epsilon} \\
& \times \sin \chi_{1} \cos \chi_{1} \cdots \sin \chi_{N-2} \\
& \times \cos ^{2 N-5} \chi_{N-2} d \chi_{1} \cdots d \chi_{N-2} k^{2 N-5} d k, \tag{A4}
\end{align*}
$$

where

$$
a_{i}=\left(\left|\xi^{i}\right|^{2}+\left|\xi^{i}\right|^{2}-2 \xi^{i} \cdot \xi^{\prime}\right)^{\frac{1}{2}}
$$

and $\chi_{0}=\frac{1}{2} \pi$.
The integration over the magnitude of the momentum is carried out as in Sec. 2 and

$$
\begin{align*}
& G_{k}^{(+)}\left(\xi, \xi^{\prime}\right)=\frac{1}{2} i \mu \frac{(-1)^{N-2}}{(2 \pi)^{N-2}} \\
& \times\left(a^{-1} \frac{\partial}{\partial a}\right)^{N-2} H_{0}^{(1)}(k a) \tag{A5}
\end{align*}
$$

where

$$
a=\sum_{i=1}^{N-1}\left(a^{i}\right)^{2}=\left|\xi-\xi^{\prime}\right| .
$$

Asymptotically, this takes the form

$$
\begin{equation*}
G_{k}^{(+)}\left(\xi, \xi^{\prime}\right) \sim e^{-(i \pi / 4)(1+2 N)} \frac{\mu k^{N-5 / 2}}{(2 \pi)^{N-\frac{1}{2}}} \frac{e^{i k a}}{a^{N-\frac{-}{\xi}}}, \tag{A6}
\end{equation*}
$$

and the wavefunction of the system can then be expressed as
$\psi(\xi)=\phi(\xi)+\frac{e^{i \pi\left(5 / 4-\frac{-}{2} N\right)}}{\xi^{N-1}} k^{N-\xi / 2} e^{i k \xi} f\left(\hat{\pi}_{0}, \hat{\pi}_{i}\right)$,
where $f\left(\hat{\pi}_{0}, \hat{\pi}_{i}\right)$, the scattering amplitude, is written
$f\left(\hat{\pi}_{0}, \hat{\pi}_{i}\right)=\frac{\mu}{(2 \pi)^{N-\frac{1}{2}}} \int e^{-i k \xi^{\prime} \alpha} V\left(\xi^{\prime}\right) \psi_{\pi_{i}}\left(\xi^{\prime}\right) \mathrm{d} \xi^{\prime}$,
and

$$
\begin{align*}
\alpha=\sum_{i=0}^{N-2} \sin \chi_{i} \sin & \chi_{i}^{\prime} \cos \left(\phi_{i+1}-\phi_{i+1}^{\prime}\right) \\
& \times\left[\prod_{k=i+1}^{N-2} \cos \chi_{k} \cos \chi_{k}^{\prime}\right] . \tag{A9}
\end{align*}
$$

Using the $N$-body analogue of (40), the cross section for $N$ particles is related to the scattering amplitude by

$$
\begin{equation*}
\sigma\left(\mathbf{k}, \mathbf{k}_{0}\right)=\left(k^{2 N-4} / k_{0}\right)\left|f\left(\hat{\pi}_{0}, \hat{\pi}_{i}\right)\right|^{2} \tag{A10}
\end{equation*}
$$

## appendix b. PLANE WAVE EXPANSION

In Sec. 3, the expansion of the three-particle plane wave $\exp (i \pi \cdot \xi)$ in radial and momentum eigenfunctions proved to be a useful mathematical device:
$\exp (i \pi \cdot \xi)$

$$
\begin{equation*}
=\sum_{\lambda m_{1} m_{2}} C_{\lambda_{1} m_{2}} \frac{J_{\lambda+1}(k \xi)}{k \xi} d_{\lambda m_{1} m_{2}}^{*}(\hat{\pi}) \mathscr{d}_{m_{2} m_{2}}(\hat{\xi}) . \tag{B1}
\end{equation*}
$$

If one multiplies Eq. (5) by $\mathscr{J}_{\lambda^{\prime} m_{2^{\prime}} m_{2^{\prime}}}(\hat{\xi}) \mathscr{J}_{\lambda^{\prime} m_{2} m_{1}}(\hat{\pi})$ and integrates over all possible directions of $\hat{\pi}$ and $\hat{\xi}$, one obtains, from the orthonormality properties of the g's,
$C_{\lambda m_{1} m_{2}} \frac{J_{\lambda+1}(k \xi)}{k \xi}$

$$
\begin{equation*}
=\iint \exp (i \pi \cdot \xi) g_{\lambda m_{1} m_{2}}^{*}(\xi) \mathscr{g}_{\lambda_{2} m_{2}}(\hat{\pi}) d \Omega_{\xi} d \Omega_{\hat{r}} . \tag{B2}
\end{equation*}
$$

We now differentiate Eq. (B2) $\lambda$ times with respect to $k \xi$ and set $k \xi=0$; obtaining

$$
\begin{align*}
& C_{\lambda m_{2} m_{2}}=(2)^{\lambda+1}(\lambda+1)(i)^{\lambda} \iint[\cos \chi \cos \bar{\chi} \\
& \left.\times \cos \left(\phi_{1}-\bar{\phi}_{1}\right)+\sin \chi \sin \bar{\chi} \cos \left(\phi_{2}-\bar{\phi}_{2}\right)\right]^{\lambda} \\
& \times \mathscr{g}_{\lambda m_{2} m_{2}}^{*}\left(\chi \phi_{1} \phi_{2}\right) \mathscr{g}_{\lambda m_{1} m_{2}}\left(\bar{\chi}_{\phi_{1}} \bar{\phi}_{2}\right) d \bar{\Omega} d \Omega, \tag{B3}
\end{align*}
$$

where $d \Omega$ is an element of hypersolid angle $d \Omega=$ $\frac{1}{2} \sin 2 \chi d \chi d \phi_{1} d \phi_{2}\left(0 \leq \chi \leq \frac{1}{2} \pi, 0 \leq \phi_{1}, \phi_{2} \leq 2 \pi\right)$. Integration of (B3) yields

$$
\begin{align*}
C_{\lambda m_{2} m_{2}}= & (2 \pi)^{2}(\lambda+1)^{2}(i)^{\lambda} \lambda! \\
& \times \sum_{\nu-1 m_{2} 1}^{\lambda-1 m_{2} 1}\left[\frac{\left[\frac{1}{2}\left(\lambda-m_{1}+m_{2}\right)\right]!\left[\frac{1}{2}\left(\lambda+m_{1}-m_{2}\right)\right]!\left[\frac{1}{2}\left(\lambda-m_{1} m_{2}\right)\right]!\left[\frac{1}{2}\left(\lambda+m_{1}+m_{2}\right)\right]!}{\left[\frac{1}{2}\left(\lambda-m_{1}-\nu\right)\right]!\left[\frac{1}{2}\left(\lambda+m_{1}-\nu\right)\right]!\left[\frac{1}{2}\left(\nu-m_{2}\right)\right]!\left[\frac{1}{2}\left(\nu+m_{2}\right)\right]!}\right] \\
& \times\left\{\left\{_{\kappa=0}^{\frac{1}{2}\left(\lambda-m_{2}-m_{2}\right)}(-1)^{\kappa}\left\{\kappa!\left(m_{1}+\kappa\right)!\left[\frac{1}{2}\left(\lambda-m_{1}+m_{2}\right)-\kappa\right]!\left[\frac{1}{2}\left(\lambda-m_{1}-m_{2}\right)-\kappa\right]!\right\}^{-1}\right.\right. \\
& \left.\times B\left[\frac{1}{2}\left(\lambda-m_{1}-2 \kappa+\nu+2\right), \frac{1}{2}\left(\nu+m_{1}+2 \kappa-\nu+2\right)\right]\right\}^{2}, \tag{B4}
\end{align*}
$$

where $B(r, s)$ is the beta function. It was found by inserting various allowed values of $\lambda, m_{1}$, and $m_{2}$ into (B4) that, in each case, $C_{\lambda m_{1} m,}$ was independent of $m_{1}$ and $m_{2}$ and equal to $(2 \pi)^{2}(i)^{\lambda}$. Proof of this in the general case has so far eluded the author, however. Explicitly,

$$
\begin{align*}
e^{i \pi \cdot \xi}=(2 \pi)^{2} & \sum_{\lambda}(i)^{\lambda} \\
& \times \frac{J_{\lambda+1}(k \xi)}{k \xi} \sum_{m_{2} m_{3}} g_{\lambda m_{1} m_{2}}^{*}(\hat{\pi}) \mathscr{g}_{\lambda_{1} m_{2}}(\hat{\xi}) \tag{B5}
\end{align*}
$$

Note added in proof. Since submission of this paper for publication, Dr. Edward Gerjuoy has pointed
out to the author that many years ago Sommerfeld derived the Green's function for a many-dimensional space ${ }^{13}$ by a simpler method than that presented here. As applied to many-particle scattering, it involves a spacial partitioning which is different from ours, i.e. Sommerfeld's computation is carried out in the space of one of the particles. In spite of its more complicated form, the author, however, feels that the method of computation presented in the foregoing is somewhat preferable for our purposes, particularly for the derivation of Eqs. (25) and (26).
${ }^{13}$ E. Gerjuoy, Ann. Phys. 5, 58 (1958); A. Sommerfeld, Partial Differential Equations in Physics (Academic Press Inc., New York, 1949).
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#### Abstract

The asymptotic form at high frequencies of the reciprocal of a two-time thermodynamic Green's function is shown to be a constant. This constant is expressed as the exact expectation value of a second (functional) derivative of the Hamiltonian.


IT is possible to obtain information about the asymptotic behavior of thermodynamic Green's functions from their spectral representations. The coefficients in such asymptotic formulas are given by moments of the spectral density functions and, therefore, are often exactly known from sum rules. In this note, attention is turned to the high-frequency behavior of the reciprocal of (the Fourier transform of) a Green's function. A general formula is derived which, when applied to the single-particle Green's function, shows that the exact self-energy function is the sum of an "exact Hartree-Fock" Hamiltonian, and a function which approaches zero at infinite frequency at least as fast as the reciprocal of the frequency, and which therefore satisfies an unsubtracted dispersion relation. Because the proof is rigorous, it applies to both normal and superfluid systems; in particular, the approximate singleparticle Green's function of the BCS theory of superconductivity, ${ }^{1}$ as derived by Gorkov, ${ }^{2}$ satisfies the general theorem.

If $A$ and $B$ are any two operators, we define the Green's function $G_{A B}(t)=\left\langle(A(t) B(0))_{+}\right\rangle$. Here ( ) + means time ordering in the sense of Wick, ${ }^{3}$ the operators are taken in the Heisenberg picture, and () means averaging in a canonical or grand canonical ensemble. (If $A$ and $B$ do not each conserve the number of some type of particle whose number is, in fact, conserved in the temporal evolution of the system, the ensemble must be taken to be grand canonical with respect to that species of particle. It is assumed that all " $\mu N$ " terms are incorporated in the Hamiltonian for purposes of defining the Heisenberg picture and defining the energy.) The Fourier transform $G_{A B}(\omega)$ is defined by

[^40]$$
G_{A B}(\omega)=\int d t e^{i \omega t} G_{A B}(t) ;
$$
all integrations are understood to be from $-\infty$ to $+\infty$ unless specifically indicated to the contrary. It is well known ${ }^{4}$ that $G_{A B}(\omega)$ has the spectral representation
\[

$$
\begin{align*}
G_{A B}(\omega)= & i \int \frac{d \omega^{\prime}}{2 \pi} \rho_{A B}\left(\omega^{\prime}\right) \\
& \times\left[\frac{\mp f\left(\omega^{\prime}\right)}{\omega-\omega^{\prime}-i \epsilon}+\frac{1 \pm f\left(\omega^{\prime}\right)}{\omega-\omega^{\prime}+i \epsilon}\right] \tag{1}
\end{align*}
$$
\]

where

$$
\begin{equation*}
\rho_{A B}(\omega)=\int d t e^{i \omega t}\left\langle[A(t), B(0)]_{*}\right\rangle ; \tag{2}
\end{equation*}
$$

the lower sign refers to the case of $A$ and $B$ being both Fermion-type operators, the upper sign refers to all other cases, and $f(\omega)=\left(e^{\beta \omega} \mp 1\right)^{-1}$. It is convenient, though illogical, also to denote by $G_{A B}(\omega)$, the function of complex $\omega$ defined by

$$
\begin{equation*}
G_{A B}(\omega)=i \int \frac{d \omega^{\prime}}{2 \pi} \frac{\rho_{A B}\left(\omega^{\prime}\right)}{\omega-\omega^{\prime}} . \tag{3}
\end{equation*}
$$

It is an elementary mathematical exercise to show that, if $\int \rho(\omega) d \omega / 2 \pi$ exists (as an absolutely convergent Riemann integral or, generally, as a Lebesgue integral), then $\int \omega^{\prime}\left(\omega-\omega^{\prime}\right)^{-1} \rho\left(\omega^{\prime}\right) d \omega / 2 \pi$ is of order $o\left(\omega^{-1}\right)$ as $|\omega| \rightarrow \infty$. As a consequence, if the first $n$ moments $M_{\nu}=\int \omega^{\nu} \rho_{A B}(\omega) d \omega / 2 \pi(\nu \geq 0)$ exist,

$$
\begin{equation*}
G_{A B}(\omega)=i \sum_{v=0}^{n-1} \frac{M_{v}}{\omega^{v+1}}+o\left(\omega^{-n}\right) \tag{4}
\end{equation*}
$$

This result, together with the relations

$$
\begin{equation*}
M_{\nu}=\left.[i(\partial / \partial t)]^{\nu}\left\langle[A(t), B(0)]_{-}\right\rangle\right|_{t-0}, \tag{5}
\end{equation*}
$$

which follow from (2), are hardly novel. ${ }^{5}$ However,

[^41](4) can be rather unenlightening. For example, if $A$ is the absorption operator for a free particle of energy $\epsilon$, and $B=A^{*}$ is the corresponding emission operator, (4) and (5) yield
$$
G_{A B}(\omega) \sim i \sum_{\nu=0}^{\infty} \epsilon^{\nu} / \omega^{\nu+1}
$$
which is hardly as convenient as the exact expression $G_{A B}(\omega)=i(\omega-\epsilon)^{-1}$.

Taking the hint from the free-particle example and from experience with diagram summation in perturbation theory, ${ }^{4,6}$ consider $i G_{A B}(\omega)^{-1}$. If $M_{0} \neq 0$, then from (4),

$$
\begin{equation*}
i G_{A B}(\omega)^{-1}=\omega / M_{0}-M_{1} / M_{0}^{2}+O\left(\omega^{-1}\right) \tag{6}
\end{equation*}
$$

(The existence of all moments $M$, may be assumed as needed; whether or not this is correct is a question of the finiteness of various renormalization constants, ${ }^{7}$ which presumably does not arise in nonrelativistic problems.) Since $G_{A B}(\omega)$ has no complex zeros, ${ }^{4}$ the remainder term in (6) is analytic, except on the real axis, and satisfies an unsubtracted dispersion relation. The relation (6) is the principal result of this paper; a simple extension of (6), and the application to single-particle Green's functions, will be given below. The case $M_{0}=0$, omitted above, does not lead to anything new. If $M_{\tau}$ is the first nonvanishing moment, $i G_{A B}(\omega)^{-1}=P(\omega)+O\left(\omega^{-1}\right)$, where $P(\omega)$ is a polynomial of degree $r+1$ whose coefficients can be expressed in terms of $M_{r}, \cdots M_{2 r+1}$ and, again, the remainder term satisfies an unsubtracted dispersion relation.

If $\left\{A_{a}\right\}$ is a (possibly infinite) set of operators, it is natural to consider the matrix $G(\omega)=\left[G^{\alpha \beta}(\omega)\right]$, where $G^{\alpha \beta}(\omega)=G_{A \alpha A \beta^{*}}(\omega)$. The moments $M_{\nu}$ are now matrices $\left[M_{\nu}^{\alpha \beta}\right]$, and (4) is still true as a matrix equation. If $M_{0}$ is nonsingular, (6) takes the form

$$
i G(\omega)^{-1}=\omega M_{0}^{-1}-M_{0}^{-1} M_{1} M_{0}^{-1}+O\left(\omega^{-1}\right)
$$

once again the remainder term satisfies an unsubtracted dispersion relation.

For a many-particle system, the $A_{\alpha}$ may be taken to be the absorption operators for a complete orthonormal set of one-particle states. Then, because $\left[A_{\alpha}, A_{\beta}^{*}\right]_{w^{*}}=\delta_{\alpha \beta}, M_{0}$ is the unit matrix. It is customary to write the Hamiltonian as

$$
\begin{equation*}
\mathcal{H C}=\sum_{\alpha, \beta} A_{\alpha}^{*} h^{\alpha \beta} A_{\beta}+(\text { interaction terms }) \tag{7}
\end{equation*}
$$

with $h$ a Hermitian matrix, and to define the proper self-energy part $\sum(\omega)=\left[\sum^{\alpha \beta}(\omega)\right]$ by

[^42]Fig. 1. Three examples of classes of Feynman graphs which contribute to $\left\langle\partial^{2} V / \partial A^{*} \partial A\right\rangle$ for the electron-phonon system. Solid lines represent electron propagators, wavy lines phonon propagators, and dashed lines Coulomb interactions. Graphs of type (b) do not occur in the usual theory in which the Hamil"fonian is linearized in the phonon "field."

(b)

$$
i G(\omega)^{-1}=\omega-h-\sum(\omega)
$$

From ( $6^{\prime}$ ),

$$
\begin{equation*}
h+\sum(\omega)=M_{1}+O\left(\omega^{-1}\right) \tag{8}
\end{equation*}
$$

Using (5), and the Heisenberg equation of motion $i \partial A(t) / \partial t=[A(t), \mathfrak{K}]$,

$$
\begin{align*}
M_{1}^{\alpha \beta} & =\left\langle\left[\left[A_{\alpha}, \mathfrak{F}\right], A_{\beta}^{*}\right]_{-}\right\rangle \\
& =\left\langle\partial^{2} \mathscr{H} / \partial A_{\alpha}^{*} \partial A_{\beta}\right\rangle \tag{9}
\end{align*}
$$

The derivative in (8) is to be interpreted as a variational derivative if $\alpha$ is a continuous variable, and appropriate ordering conventions are to be made if fermion operators are involved. Denoting the interaction terms in (7) by $V,(7),(8)$, and (9) imply

$$
\begin{equation*}
\sum(\omega)=\left\langle\partial^{2} V / \partial A^{*} \partial A\right\rangle+O\left(\omega^{-1}\right) \tag{10}
\end{equation*}
$$

or

$$
\sum(\omega)=\left\langle\partial^{2} V / \partial A^{*} \partial A\right\rangle+\int \frac{d \omega^{\prime}}{\pi} \frac{\operatorname{Im} \sum\left(\omega^{\prime}\right)}{\omega^{\prime}-\omega}
$$

The first term on the right-hand side of $\left(10^{\prime}\right)$ is formally similar to a Hartree-Fock term; in fact, the unrestricted Hartree-Fock approximation consists of neglecting the dispersion integral and computing the mean value in a manner consistent with this approximation, instead of exactly as in (10'). Figure 1 illustrates some contributions to the mean value for the electron-phonon system. They all have the property that they have no absorptive part according to Langer's "generalized unitarity"
criterion; ${ }^{8}$ this is compatible with (4), which, it is easily seen, gives information only about the dispersive part of $G_{A B}(\omega)$.

It is worthy of explicit mention that, if a calculation is made which is more elaborate than the unrestricted Hartree-Fock method, the dispersion integral cannot be neglected (except, of course, in the high-frequency limit). It is essential that the approximations to the two terms in ( $10^{\prime}$ ) be made consistently. For this reason, it is not clear what, if any, use can be made of $(10)$ or $\left(10^{\prime}\right)$. In particular, it cannot be concluded from (10) and the success of the nuclear shell model that, at ultra-high energies, the elastic scattering of nucleons by nuclei can be deduced from the shell-model potential. In fact, the

[^43]shell-model potential contains a substantial contribution from the dispersion integral in ( $10^{\prime}$ ) which must approximately make up the difference between the exact value of $\left\langle\partial^{2} V / \partial A^{*} \partial A\right\rangle$ and the HartreeFock value.

Since (10) is alleged to be an exact result, it should hold for the case of a superconductor. Gorkov found, ${ }^{2}$ for $\alpha$ labeling an electron momentum and spin state,

$$
G^{\alpha \beta}(\omega)=i\left[\left(\omega+\epsilon_{\alpha}^{\prime}\right) /\left(\omega^{2}-\epsilon_{\alpha}^{\prime 2}-\left|\Delta_{\alpha}\right|^{2}\right)\right] \delta_{\alpha \beta},
$$

where $\epsilon_{\alpha}^{\prime}=h^{\alpha \alpha}+\left\langle\partial^{2} V / \partial A_{\alpha}^{*} \partial A_{\alpha}\right\rangle$, the average being taken with respect to the BCS density matrix, and $\left|\Delta_{\alpha}\right|^{2}$ is the energy-gap parameter. Therefore, in this case,

$$
\sum^{\alpha \beta}(\omega)=\delta_{\alpha \beta}\left[\left\langle\partial^{2} V / \partial A_{\alpha}^{*} \partial A_{\alpha}\right\rangle+\left|\Delta_{\alpha}\right|^{2} /\left(\omega+\epsilon_{\alpha}^{\prime}\right)\right]
$$

in agreement with (10) and ( $10^{\prime}$ ).
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#### Abstract

The existence of inequivalent representations of the canonical commutation relations which describe a nonrelativistic infinite free Bose gas of uniform density is investigated, with a view to possible applications to statistical mechanics. The functional $E(f, g)=\left(\Psi, e^{i \phi(f)} e^{i \pi(\rho)} \Psi\right)$ is used to describe the inequivalent representations. This functional is calculated for the free Bose gas in a box of volume $V$, and the limit is then taken as $V \rightarrow \infty$. In this way we construct cyclic representations describing an infinite system of particles with a density distribution $\rho(k)$ in momentum space. For a given $p(k)$ the operator algebra generated by the $\phi(f), \pi(g)$ is reducible. For the ground-state representation (all particles in the zero-momentum state), the representation is a direct integral of irreducible representations (analogous to BCS theory). For finite temperatures the situation is complicated by the occurrence of representations which are not type I. The physical significance of the reducibility of the representations is discussed.

It is argued that the thermal ensemble for the infinite system is a pure state at zero temperature, although there is some ambiguity as to which operators should belong to the algebra of observables. For finite temperatures, the thermal ensemble seems to be a mixture. The case of an interacting Bose gas is considered briefly.


## 1. INTRODUCTION

THIS paper is an investigation of inequivalent representations of the canonical commutation relations (hereafter referred to as CCR's) in nonrelativistic field theory which are suitable for describing an infinite free Bose gas of finite density. We are interested in the possibility of an alternative discussion of the thermodynamics of an infinite Bose gas. The conventional approach to the problem is to compute the partition function for $N=\rho V$ particles in a box of volume $V$, where $\rho$ is the density. The equation of state is obtained from the partition function by differentiation, and one can then take the limit as $N, V \rightarrow \infty$ with $N / V=\rho$.

An alternative possibility, and the one to which this paper is devoted, is to begin with an actually infinite system, thereby avoiding the limiting procedure. This approach is a natural one if one seeks to understand the physical significance of the socalled strange representations of the CCR's which describe an infinite number of particles.

Current treatments of the many body problem

[^44]use the second quantized formalism for the Schrödinger equation. For a system of particles with twobody interactions described by a potential $V(r)$, the Hamiltonian is given by
\[

$$
\begin{align*}
H & =(2 m)^{-1} \int d \mathbf{x}\left(\nabla \psi^{*}\right) \cdot(\nabla \psi) \\
& +\frac{1}{2} \int d \mathbf{x} \int d \mathbf{y} \psi^{*}(\mathbf{x}) \psi^{*}(\mathbf{y}) V(\mathbf{x}-\mathbf{y}) \psi(\mathbf{x}) \psi(\mathbf{y}) \tag{1.1}
\end{align*}
$$
\]

where $\psi(\mathbf{x}), \psi^{*}(\mathbf{x})$ are, respectively, the annihilation and creation operators for a particle at the point $x$.

If one considers a system of uniform density in a box of finite volume $V$, then the total number of particles is finite. Because one is dealing with finitely many particles, it is possible to realize explicitly the Hilbert space and operators $\psi(\mathbf{x}), \psi^{*}(\mathbf{x})$ by using a configuration space representation (the Fock representation). In the case of an infinite system with infinitely many particles, it is not a priori obvious that any suitable representation exists at all. The desired representation would have to be Euclidean invariant, the energy operator for a finite region of space would have to exist, etc.

There are, however, a number of reasons for wanting to consider an actually infinite system. In the first place, thermodynamics is concerned only with the limiting values of physical quantities as the volume of the box becomes infinite. By dealing with an infinite system to begin with, this limiting
procedure could be eliminated from the theory. In fact this limiting process $V \rightarrow \infty$ does cause practical difficulties. For example, if one calculates the equation of state by using the expansion

$$
\begin{equation*}
\frac{1}{V} \log \mathcal{Q}_{V}=\sum_{i=1}^{\infty} b_{i}(V) y^{i} \tag{1.2}
\end{equation*}
$$

where $Q_{V}$ denotes the grand partition function $o^{f}$ the gas in the volume $V$, and $y$ is the fugacity, then it is not necessarily legitimate to interchange the summation with the limiting process $V \rightarrow \infty$. Indeed, Yang and Lee ${ }^{1}$ have shown that this accounts for the failure of Mayer's theory ${ }^{2}$ to give the equation of state beyond the condensation point.

A second reason for considering a system in an infinite universe rather than a finite box is that one could exploit the Euclidean invariance of the theory from the beginning. In this respect it should be pointed out that in relativistic quantum field theory, it has been very fruitful to exploit the Lorentz invariance of the theory (dispersion relations, PCT theorem, etc.).

It is also worth noting that the BCS model of superconductivity is exactly soluble only in the limit of an infinite volume.

These remarks suggest that one might obtain new insight into the many-body problem by using the idealization of an actually infinite system. There is of course nothing wrong with the box method. Indeed to avoid ambiguity we must impose the requirement that the infinite system is, in some suitable sense, the limit of the finite system.

The first problem is whether any infinite systems exist at all. By this we mean: does there exist a Hilbert space $H$ and dynamical variables in $H$ such that expectation values of physical quantities in $H$ are the limits of the corresponding quantities in the box? More explicitly, does there exist an operator field $\psi(\mathbf{x})$ defined over an infinite Euclidean space, and a unitary representation $U(\mathbf{a}, R)$ of the Euclidean group ${ }^{3}$ such that

$$
\begin{equation*}
U(\mathbf{a}, R) \psi(\mathbf{x}) U^{-1}(\mathbf{a}, R)=\psi(R \mathbf{x}+\mathbf{a}), \tag{1.3}
\end{equation*}
$$

and such that the energy operator for a finite region of space,

$$
\begin{aligned}
H_{V} & =(2 m)^{-1} \int_{V} d \mathbf{x} \nabla \psi^{*} \cdot \nabla \psi \\
+ & \frac{1}{2} \int_{V} d \mathbf{x} \int_{V} d \mathbf{y} \psi^{*}(\mathbf{x}) \psi^{*}(\mathbf{y}) V(\mathbf{x}-\mathbf{y}) \psi(\mathbf{x}) \psi(\mathbf{y}),
\end{aligned}
$$

[^45]is well defined? Also the number operator for a finite region of space,
\[

$$
\begin{equation*}
N_{V}=\int_{V} d \mathbf{x} \psi^{*}(\mathbf{x}) \psi(\mathbf{x}) \tag{1.5}
\end{equation*}
$$

\]

must exist. In order to discuss the thermodynamics of an infinite Bose gas, we must also require that the limits

$$
\begin{align*}
& \rho_{\mathrm{op}}=\lim _{V \rightarrow \infty} V^{-1} N_{V}  \tag{1.6}\\
& h_{\mathrm{op}}=\lim _{V \rightarrow \infty} V^{-1} H_{V}
\end{align*}
$$

exist.
There is, of course, one representation satisfying these requirements, namely the Fock representation. Since a total number operator exists in this representation, it describes a system with zero density. Thus the question is whether or not any nontrivial (i.e. finite-density) systems exist.

This approach of considering first the existence question has not always been the traditional one in physics. It might seem desirable to begin with the more physical aspects of the problem, such as finding a suitable replacement for the definition of the partition function via the finite box. However the difficulties that have been encountered in applying the canonical quantization procedure to relativistic quantum field theory suggest that we adopt the more systematic approach.
In Sec. 2 we present a brief mathematical discussion of the representations of the CCR's, designed to make the paper reasonably self-contained. In Secs. 3 and 4 we construct representations of the CCR's which describe an infinite free Bose gas, and discuss their mathematical structure. In Sec. 5 we give a method for constructing the algebra of observables, followed by a discussion of the thermal ensemble for the infinite free Bose gas. In Sec. 6 we give a brief qualitative discussion of the problem for an interacting Bose gas. Section 7 contains a discussion of our results.

## 2. MATHEMATICAL PRELIMINARIES

We list here a few standard mathematical definitions. Consider a set A of bounded operators in a Hilbert space $H$. The set $\mathbf{A}^{\prime}$ of all bounded operators commuting with every operator in the set $\mathbf{A}$ is called the commutor of $\mathbf{A}$. Clearly $\mathbf{A} \subset \mathbf{A}^{\prime \prime}=\left(\mathbf{A}^{\prime}\right)^{\prime}$. The set $\mathbf{A}$ is called self-adjoint if $T \in \mathbf{A}$ implies $T^{*} \in \mathbf{A}$, i.e. $A$ is closed under the adjoint operation. The set $\mathbf{A}$ is called a von Neumann algebra if it is selfadjoint and $\mathbf{A}=\mathbf{A}^{\prime \prime}$. Given an arbitrary self-adjoint
set $\mathbf{S}$ of operators, $\mathbf{S}^{\prime \prime}$ is the von Neumann algebra generated by the set S . The algebra of all bounded operators in $H$ is denoted by $\mathbf{B}(H)$.

We say that a self-adjoint set $\mathbf{A}$ of operators is irreducible if its commutor consists only of multiples of the identity. A is called cyclic if there exists a vector $x \in H$ such that the set of all vectors of the form $T x, T \in \mathbf{A}$ spans $H$. The vector $x$ is called a cyclic vector for $\mathbf{A}$. Clearly $\mathbf{A}$ is irreducible if and only if every vector is cyclic.

A von Neumann algebra $\mathbf{A}$ is called a factor if $\mathbf{A} \cap \mathbf{A}^{\prime}$ consists only of multiples of the identity, i.e. its center is trivial. There exists a classification of factors into types. ${ }^{4,5}$ The possible types are $\mathrm{I}_{n}$, $\mathrm{I}_{\infty}, \mathrm{II}_{1}, \mathrm{II}_{\infty}$, and $\mathrm{III}_{\infty}$. A factor of type $\mathrm{I}_{n}$ is isomorphic to the algebra of all $n \times n$ matrices. A factor of type $I_{\infty}$ is isomorphic to the algebra of all bounded operators in an infinite dimensional (separable) Hilbert space. Factors of type II and III are less simple to describe.

A group representation is called primary if the von Neumann algebra which it generates is a factor. A primary representation is said to be type I (II, III respectively) if this factor is type I (II, III respectively). A primary representation has the property that it cannot be decomposed into disjoint representations. (Two representations are said to be disjoint if no subrepresentation of one is equivalent to a subrepresentation of the other.) A primary representation of type $I$ is a discrete direct sum of copies of one irreducible representation. A representation which can be decomposed into primary representations of type I (II, III, respectively) is said to be of type I (II, III, respectively). An arbitrary representation can be decomposed into representations of type I, II, and III. ${ }^{6}$ In the theory of group representations of arbitrary type, the primary representations play a role analogous to that of the irreducible representations in the type I case.

## Representations of the CCR's

To make the mathematical discussion rigorous we introduce the smeared operators

$$
\begin{align*}
& \phi(f)=\int d \mathbf{x} \phi(\mathbf{x}) f(\mathbf{x}),  \tag{2.1}\\
& \pi(f)=\int d \mathbf{x} \pi(\mathbf{x}) f(\mathbf{x}), \tag{2.2}
\end{align*}
$$

[^46]where the test functions $f(\mathbf{x})$ must be real in order that $\phi(f), \pi(f)$ be self-adjoint. Further restrictions on the test functions will be discussed below. These operators satisfy the commutation relations
\[

$$
\begin{align*}
& {[\phi(f), \phi(g)]=[\pi(f), \pi(g)]=0,}  \tag{2.3}\\
& {[\phi(f), \pi(g)]=i(f, g),} \tag{2.4}
\end{align*}
$$
\]

where

$$
\begin{equation*}
(f, g)=\int d \mathbf{x} f(\mathbf{x}) g(\mathbf{x}) \tag{2.5}
\end{equation*}
$$

is the inner product of the real functions $f(x), g(x)$. The annihilation and creation operators $\psi(f), \psi^{*}(f)$ are related to $\phi(f), \pi(f)$ by

$$
\begin{align*}
\psi(f) & =2^{-\frac{1}{2}}[\phi(f)+i \pi(f)]  \tag{2.6}\\
\psi^{*}(f) & =2^{-\frac{1}{2}}[\phi(f)-i \pi(f)] \tag{2.7}
\end{align*}
$$

To avoid difficulties due to the fact that the operators $\phi(f), \pi(f)$ are unbounded, we introduce the unitary operators

$$
\begin{align*}
& U(f)=e^{i \phi(f)},  \tag{2.8}\\
& V(f)=e^{i \pi(f)}, \tag{2.9}
\end{align*}
$$

which satisfy the commutation relations

$$
\begin{align*}
& U(f) V(g)=V(g) U(f) e^{-i(f, g)}  \tag{2.10}\\
& U(f) U(g)=U(f+g)  \tag{2.11}\\
& V(f) V(g)=V(f+g) \tag{2.12}
\end{align*}
$$

Thus a representation of the CCR's is a map from a real inner product space $\dot{V}$ of test functions into unitary operators $U(f), V(g)$ on a Hilbert space satisfying Eqs. (2.10-12). We also require that the operators $U(\lambda f), V(\lambda f)$ be weakly continuous in in the real variable $\lambda .{ }^{7}$

## Cyclic Representations

We call a representation of the CCR's cyclic if there exists a cyclic vector $\Psi$ for the von Neumann algebra $\mathbf{R}=\{U(f), V(g)\}^{\prime \prime}$ generated by the $U(f)$, $V(g)$; i.e. if there exists a vector $\Psi$ such that the set of all vectors of the form $U(f) V(g) \Psi$ spans the Hilbert space $H$. In this paper we shall consider only cyclic representations.
A detailed treatment of cyclic representations has been given by Araki. ${ }^{8}$ For our present purposes

[^47]it is sufficient to note that for a representation with a cyclic vector $\Psi$, the functional $E(f, g)=$ $(\Psi, U(f) V(g) \Psi)$ determines the representation up to unitary equivalence. We shall also have occasion to use the following result, which is theorem 4.3 of reference 8 .

Lemma 2.1: The necessary and sufficient condition that a functional $E(f, g), f, g \in V$ define a representation of the CCR's with a cyclic vector $\Psi$ such that $E(f, g)=(\Psi, U(f) V(g) \Psi)$ is
$E(f, g)^{*}=E(-f,-g) \exp [i(f, g)], \quad E(0,0)=1$, $\sum_{i, j=1}^{n} c_{i} c_{j}^{*} E\left(f_{i}-f_{i}, g_{i}-g_{j}\right)$

$$
\times \exp \left[i\left(g_{i}, f_{i}\right)-i\left(g_{i}, f_{i}\right)\right] \geq 0
$$

for any integer $n$, any set of complex numbers $c_{i}$, and any collection of test functions $f_{i}, g_{i}$ in $V$; and $E\left(s f_{1}+f_{2}, t g_{1}+g_{2}\right)$ is separately continuous in $s, t$.

The functional $E(f, g)$ will play a central role in this paper. We now turn our attention to the selection of the test functions.

The space $V$ of test functions depends on the case at hand. The Fock representation for nonrelativistic potential scattering is defined for all square integrable functions $f(\mathbf{x})$. In relativistic quantum field theory, one usually takes the space $D$ of Schwartz, ${ }^{9}$ namely all infinitely differentiable functions vanishing outside a finite region. For the representations considered in this paper, the class of functions for which the representation can be defined depends on the particular representation. It is therefore convenient to choose some space of test functions which is sufficiently restricted to avoid any difficulties, but large enough to generate all the $U(f), V(g)$ by taking strong limits. We shall use the space $D$ for this purpose. We now prove a lemma which will be used to extend the definition of the operators $U(f), V(g)$.

Lemma 2.2: Let $U_{n} \rightarrow U, V_{n} \rightarrow V$ in the strong operator topology where $U_{n}, V_{n}$ are all unitary. Then $U_{n} V_{n} \rightarrow U V$.

Proof: Clearly $U$ and $V$ are isometric. Let $x \in H$, then we have

$$
\begin{aligned}
\left\|\left(U_{n}^{-1} U-1\right) x\right\|^{2}=2\left\{\|x\|^{2}-\operatorname{Re}\left(U x, U_{n} x\right)\right\} & \\
& \rightarrow 0 \text { as } n \rightarrow \infty
\end{aligned}
$$

i.e. $U_{n}^{-1} U \rightarrow 1$ strongly. Now consider

[^48]\[

$$
\begin{aligned}
&\left\|\left(U_{n} V_{n}-U V\right) x\right\|^{2} \\
&=2\left\{\|x\|^{2}-\operatorname{Re}\left(U_{n}^{-1} U V x, V_{n} x\right)\right\} \\
& \rightarrow 0 \text { as } n \rightarrow \infty,
\end{aligned}
$$
\]

QED.
Corollary: If $U_{n}$ and $U_{n}^{-1}$ both converge strongly, $U_{n}$ unitary, then $U=\lim _{n \rightarrow \infty} U_{n}$ is unitary.

Lemma 2.3: Given a cyclic representation of the CCR's with functional $E(f, g)=\left(\Psi_{0}, U(f) V(g) \Psi_{0}\right)$, $f, g \in V$. In general, $V$ is an incomplete inner product space. The definition of $U(f), V(g)$ can be extended to all functions $f, g \in \bar{V}$ (the completion of $V$ ) for which there exist sequences $f_{n}, g_{n} \in V$ which converge to $f, g \in \bar{V}$ such that

$$
\begin{aligned}
& \lim _{n, m \rightarrow \infty} E\left(f_{n}-f_{m}, 0\right)=E(0,0)=1 \\
& \lim _{n, m \rightarrow \infty} E\left(0, g_{n}-g_{m}\right)=1
\end{aligned}
$$

by defining

$$
\begin{aligned}
U(f) & =\lim _{n \rightarrow \infty} U\left(f_{n}\right) ; \\
V(g) & =\lim _{n \rightarrow \infty} V\left(g_{n}\right),
\end{aligned}
$$

where the limits are taken in the strong operator topology.

Proof: For any $\Psi \in H$ and $\epsilon>0$ there exists a

$$
\Psi_{\epsilon}=\sum_{i=1}^{k(\epsilon)} c_{i}^{s} U\left(f_{i}^{i}\right) V\left(g_{i}^{i}\right) \Psi_{0},
$$

such that

$$
\left\|\Psi-\Psi_{\bullet}\right\|<\epsilon .
$$

Let $f_{n} \in V$ be a sequence such that $E\left(f_{n}-f_{m}, 0\right) \rightarrow 1$. Then

$$
\begin{aligned}
& \left\|\left[U\left(f_{n}\right)-U\left(f_{m}\right)\right] U\left(g_{1}\right) V\left(g_{2}\right) \Psi_{0}\right\|^{2} \\
& \quad=\|\left\{U\left(f_{n}\right)-\exp \left[i\left(g_{2}, f_{m}-f_{n}\right)\right] U\left(f_{m}\right) \mid \Psi_{0} \|^{2}\right. \\
& =2\left\{\left\|\Psi_{0}\right\|^{2}-\operatorname{Re} \exp \left[i\left(g_{2}, f_{m}-f_{n}\right)\right] E\left(f_{n}-f_{m}, 0\right)\right\},
\end{aligned}
$$

which $\rightarrow 0$ as $n, m \rightarrow \infty$. Thus there exists an $N(\boldsymbol{\epsilon})$ such that for $n, m>N(\epsilon)$ and $i=1, \cdots k(\epsilon)$, we have

$$
\left\|\left[U\left(f_{n}\right)-U\left(f_{m}\right)\right] c_{i}^{\epsilon} U\left(f_{i}^{e}\right) V\left(g_{i}^{\circ}\right) \Psi_{0}\right\|<\epsilon / k(\epsilon)
$$

and hence

$$
\left\|\left[U\left(f_{n}\right)-U\left(f_{m}\right)\right) \Psi_{\epsilon}\right\|<\epsilon
$$

It follows that

$$
\left\|\left[U\left(f_{n}\right)-U\left(f_{m}\right)\right] \Psi\right\|<3 \epsilon .
$$

Thus $U\left(f_{n}\right)$ converges strongly. Since $E\left(-f_{n}, 0\right)=$ $E\left(f_{n}, 0\right)^{*}$ it follows that $U^{-1}\left(f_{n}\right)=U\left(-f_{n}\right)$ converges strongly also. Hence by the corollary to Lemma 2.2, the operator $U(f)=\lim _{n \rightarrow \infty} U\left(f_{n}\right)$ is unitary.
Similarly one can define $V(f)$. It follows from Lemma 2.2 that $U(f), V(g)$ satisfy CCR's. It remains only to show that $U(\lambda f), V(\lambda f)$ are weakly continuous in the real parameter $\lambda$. Clearly matrix elements of $U(\lambda f), V(\lambda f)$ must be measurable functions of $\lambda$. Weak continuity then follows by applying von Neumann's theorem ${ }^{10}$ which states that any representation of the commutation relations for a finite number of degrees of freedom such that matrix elements of $U\left(\lambda_{1}, \cdots \lambda_{n}\right), V\left(\lambda_{1}, \cdots \lambda_{n}\right)$ are measurable functions of ( $\lambda_{1}, \cdots \lambda_{n}$ ), is a discrete direct sum of copies of the Schrödinger representation. QED.

## The Fock Representation

Our construction of inequivalent representations of the CCR's makes extensive use of the Fock representation (also called the configuration space representation, and the no-particle representation). While the mathematical properties of the Fock representation are well known, ${ }^{11}$ they do not seem to be readily available in the literature. We therefore include a brief discussion.
The Fock representation is usually defined as follows: Let $H_{F}^{0}=\mathrm{C}$ (the complex numbers), and let $H_{F}^{n}$ be the Hilbert space of symmetric squareintegrable functions of $n$ variables (each with domain $R^{3}$, and with respect to the measure $d \mathbf{x}_{1} \cdots$ $d \mathbf{x}_{n}$ ). Then the Hilbert space of state vectors is defined as the direct sum

$$
\begin{equation*}
H_{F}=\sum_{n=0}^{\infty} H_{F}^{n} \tag{2.13}
\end{equation*}
$$

The creation and annihilation operators $\psi_{F}^{*}(f), \psi_{F}(f)$ are defined by

$$
\begin{align*}
& {\left[\psi_{F}^{*}(f) \Psi\right]^{(n)}\left(\mathbf{x}_{1}, \cdots \mathbf{x}_{n}\right)} \\
& \quad=n^{-\frac{1}{n}} \sum_{i=1}^{n} f\left(\mathbf{x}_{i}\right) \Psi^{(n-1)}\left(\mathbf{x}_{1}, \cdots \hat{\mathbf{x}}_{i}, \cdots \mathbf{x}_{n}\right), \\
& {\left[\psi_{P}(f) \Psi\right]^{(n)}\left(\mathbf{x}_{1}, \cdots \mathbf{x}_{n}\right)} \\
& \quad=(n+1)^{\frac{1}{2}} \int d \mathbf{x} f(\mathbf{x}) \Psi^{(n+1)}\left(\mathbf{x}, \mathbf{x}_{1}, \cdots \mathbf{x}_{n}\right), \tag{2.14}
\end{align*}
$$

where $\hat{\mathbf{x}}_{i}$ means omit the $i$ th coordinate. The unitary representation of the Euclidean group is defined by

$$
\begin{align*}
& {\left[U_{F}(\mathbf{a}, R) \Psi\right]^{(n)}\left(\mathbf{x}_{1}, \cdots \mathbf{x}_{n}\right)} \\
& \quad=\Psi^{(n)}\left[R^{-1}\left(\mathbf{x}_{1}-\mathbf{a}\right), \cdots R^{-1}\left(\mathbf{x}_{n}-\mathbf{a}\right)\right] . \tag{2.15}
\end{align*}
$$

[^49]The no-particle or vacuum state $\Psi_{F_{0}}$ is given by

$$
\begin{equation*}
\Psi_{P 0}^{(0)}=1, \quad \Psi_{F 0}^{(n)}=0, \quad n \neq 0 . \tag{2.16}
\end{equation*}
$$

$\Psi_{P_{0}}$ is the unique translationally invariant state, i.e. $U_{F}(\mathrm{a}, 0) \Psi=\Psi$ implies $\Psi=\alpha \Psi_{F 0}, \alpha$ complex.

It is easy to verify that the operators

$$
\begin{align*}
& \phi_{F}(f)=\left[\psi_{P}^{*}(f)+\psi_{F}(f)\right] / \sqrt{2}  \tag{2.17}\\
& \pi_{F}(f)=i\left[\psi_{P}^{*}(f)-\psi_{F}(f)\right] / \sqrt{2}
\end{align*}
$$

satisfy at least formally the CCR's. To verify that $\phi_{F}(f), \pi_{F}(f)$ as defined above can be extended to self-adjoint operators is not so trivial. We now give an alternative construction of the Fock representation, which is more useful for a rigorous discussion of its mathematical properties.
Von Neumann has defined an infinite tensor product of Hilbert spaces. ${ }^{12}$ We shall write the Fock representation as an incomplete infinite tensor product of Schrödinger representations of the commutation relations for one degree of freedom. We assume the reader to be familiar with von Neumann's results.

Let $H_{i}, i=1,2, \cdots$ be the Hilbert space in which the Schrödinger representation is defined with selfadjoint operators $Q_{i}, P_{i}$ satisfying $\left[Q_{i}, P_{i}\right]=i$, and let $\Psi_{0 i}$ be the no-particle state. It is well known that the operators $Q_{i}, P_{i}$ are irreducible in $H_{i}$. Furthermore $\Psi_{0 i}$ is a cyclic vector for $Q_{i}$ alone, and for $P_{i}$ alone. ${ }^{13}$

The Fock representation is defined as follows: Let

$$
H_{F}=\prod_{i=1}^{\infty}{ }^{\otimes} H_{i}
$$

be the incomplete infinite tensor product containing the vector

$$
\Psi_{F 0}=\prod_{i=1}^{\infty} \Psi_{0 i}
$$

Define unitary operators $U_{i}(\lambda), V_{i}(\lambda), \lambda$ real, by

$$
\begin{aligned}
& U_{i}(\lambda)=1 \otimes \cdots \otimes e^{i \lambda \theta_{i}} \otimes 1 \cdots \\
& V_{i}(\lambda)=1 \otimes \cdots \otimes e^{i \lambda P_{i}} \otimes 1 \cdots
\end{aligned}
$$

To define the $U_{F}(f), V_{F}(f)$ choose a complete orthonormal basis ( $f_{i}$ ) for $V$. If

$$
f=\sum_{i=1}^{n} \lambda_{i} f_{i}
$$

[^50]define
\[

$$
\begin{aligned}
& U_{F}(f)=\prod_{i=1}^{n} U_{i}\left(\lambda_{i}\right), \\
& V_{F}(f)=\prod_{i=1}^{n} V_{i}\left(\lambda_{i}\right) .
\end{aligned}
$$
\]

Since the $U_{i}(\lambda), V_{i}(\lambda)$ are irreducible in each $H_{i}$, the $U_{F}(f), V_{F}(f)$ are irreducible in $H_{F}{ }^{12}$ Thus $\Psi_{P 0}$ is a cyclic vector, and by an elementary calculation one finds

$$
\begin{align*}
& E_{F}(f, g)=\left(\Psi_{P 0}, U_{P}(f) V_{F}(g) \Psi_{F 0}\right) \\
& \quad=\exp \left[-\frac{1}{4}\|f\|^{2}-\frac{1}{4}\|g\|^{2}-\frac{1}{2} i(f, g)\right] . \tag{2.18}
\end{align*}
$$

It follows from Lemma 2.3 that $U_{F}(f), V_{F}(f)$ can be defined for all square-integrable $f$.

To show that $\Psi_{F 0}$ is a cyclic vector for the $U_{F}(f)$, choose a basis $\Phi_{i, 1}, \Phi_{i, 2}, \cdots$ for each $H_{i}$ such that $\Phi_{i, 1}=\Psi_{0 i}$. Then the set of all vectors of the form

$$
\prod_{i=1}^{\infty} \Phi_{i, n(i)}
$$

where $n(i)=1$ except for finitely many $i$, is a basis for $H_{F}{ }^{12}$ Since $\Psi_{0 i}$ is a cyclic vector for $U_{i}(\lambda)$ in $H_{i}$, any such vector belongs to the linear manifold spanned by all $U(f) \Psi_{P_{0}}$; i.e., $\Psi_{F_{0}}$ is a cyclic vector for all $U_{F}(f)$. Similarly $\Psi_{F 0}$ is a cyclic vector for all $V_{F}(f)$. These results may be summed up as follows.

Lemma 2.4: Let $H_{F}$ be the Hilbert space in which the Fock representation $U_{F}(f), V_{F}(f)$ is defined with the no-particle state $\Psi_{p o}$. Then $\left\{U_{F}(f)\right.$, $\left.V_{F}(f), f \in V\right\}^{\prime \prime}$ is irreducible, and $\Psi_{F 0}$ is a cyclic vector for $\left\{U_{F}(f), f \in V\right\}^{\prime \prime}$ alone, and also for $\left\{V_{P}(f), f \in V\right\}^{\prime \prime}$ alone.

In the representation so constructed, $\Psi_{F 0}$ is in the domain of any polynomial of $\phi_{F}(f)$ and $\pi_{F}(g)$ [the infinitesimal generators of $U_{F}(\lambda f)$ and $V_{F}(\lambda g)$ ]. The vacuum expectation value of products of $\phi_{F}(f)$ and $\pi_{F}(g)$ can be calculated easily from $E_{F}(f, g)$ and coincides with those given by Eqs. (2.13-17). Furthermore,

$$
U_{F}(f) \Psi_{P 0}=\sum_{n=0}^{\infty} \frac{1}{n!} \phi_{F}(f)^{n} \Psi_{P 0}
$$

in the strong operator topology, and hence $\Psi_{F 0}$ is cyclic with respect to polynomials of $\phi_{F}(f)$. Therefore the cyclic representation of the CCR's given by $E_{F}(f, g)$ above is equivalent to that given by Eqs. (2.13-17).

The Fock representation is frequently used to describe the nonrelativistic potential scattering of particles. In the standard treatment, it is presented
as being completely equivalent to the $n$-particle Schrödinger wave equation. In particular, only pure states which have a precise particle number have any physical significance. This means that not only is the number operator $N$ conserved, but it defines a superselection rule. ${ }^{14,15}$ Since neither $\phi_{F}(f)$ nor $\pi_{P}(f)$ commute with the total number operator $N$, they cannot be observables. It should be noted that Eq. (2.13) gives the direct sum decomposition of the Hilbert space of state vectors into coherent subspaces (i.e. invariant subspaces on which the algebra of observables is irreducible).

This superselection rule also follows from the Galilean invariance of the theory. ${ }^{16}$ Of course this superselection rule does not apply for a photon gas.

## Intensive Observables

Our goal is to construct representations of the CCR's which, among other things, have a number density operator $\rho_{o p}$ defined formally by ${ }^{17}$

$$
\begin{equation*}
\rho_{\mathrm{op}}=\lim _{V \rightarrow \infty} N_{V} / V \tag{2.19}
\end{equation*}
$$

where

$$
\begin{equation*}
N_{V}=\int_{V} d \mathbf{x} \psi^{*}(\mathbf{x}) \psi(\mathbf{x}) \tag{2.20}
\end{equation*}
$$

While this expression for the number operator as an integral of the formal operator $\psi^{*}(\mathbf{x}) \psi(\mathbf{x})$ is useful for the Fock representation when realized in configuration space, it is not clear what this formula means in general. A rigorous and convenient expression for $N_{V}$ is obtained by introducing a complete orthonormal set of real functions $f_{n}$ in the volume $V$, and using the equations

$$
\begin{align*}
N_{V} & =\sum_{n} N\left(f_{n}\right)=\sum_{n} \psi^{*}\left(f_{n}\right) \psi\left(f_{n}\right), \\
& =\frac{1}{2} \sum_{n}\left[\phi^{2}\left(f_{n}\right)+\pi^{2}\left(f_{n}\right)-1\right] . \tag{2.21}
\end{align*}
$$

In general, of course, the operator $N_{\boldsymbol{V}}$ does not exist. In this paper we construct representations in which both $N_{V}$ and $\rho_{o v}$ exist. It is apparent that, in

[^51]order to discuss rigorously the existence of these operators, we must first give a precise definition of the convergence of unbounded operators.

Definition 2.1: Let $T_{n}, T$ be self-adjoint operators in a Hilbert space $H$. We shall say that $T_{n} \rightarrow T$ if for all real $\lambda, e^{i \lambda F_{n}} \rightarrow e^{i \lambda T}$ in the strong operator topology.

Consider an irreducible representation in which $\rho_{o p}$ exists. Since $\phi(f)$ and $\pi(g)$ can only change the particle number by a finite integer, they cannot change the density of a system with an infinite volume. Thus we would expect that in an irreducible representation the number density operator should be a constant. We now give a rigorous proof of this fact. In lemmas 2.5 and 2.6 , we consider only those representations of the CCR's in which $N_{V}$ exists.

Lemma 2.5: In an irreducible representation the number density operator is a constant (if it exists).

Proof: The number operator for the volume $V$ is defined by

$$
N_{V}=\lim _{i \rightarrow \infty} \sum_{i=1}^{j} \psi^{*}\left(f_{i}\right) \psi\left(f_{i}\right),
$$

where the $f_{i}$ are a complete orthonormal set of real functions for the volume $V$, and the limit is taken in the sense of definition 2.1. The number density operator is defined by

$$
\rho_{o p}=\lim _{V \rightarrow \infty} N_{V} / V,
$$

also using definition 2.1. We assume that $\rho_{o \mathrm{op}}$ exists, and want to show that as $V \rightarrow \infty, \exp \left(i \lambda N_{V} / V\right)$ commutes with all $U(f), V(g)$ and is therefore a multiple of the identity. Take $V$ sufficiently large that it contains the support of the functions $f, g$. Since $N_{V}$ does not depend on the complete set $f_{i}$, choose $f_{1}=f$. Then all but the first term in $N_{V}$ commutes with $U(f)$, and a straightforward calculation yields

$$
\begin{aligned}
& \exp \left(i \lambda N_{V} / V\right) U(f)=U[f \cos (\lambda / V)] V[f \sin (\lambda / V)] \\
& \times \exp \left[i \sin (2 \lambda / V)\|f\|^{2} / 4\right] \exp \left[i \lambda N_{V} / V\right] .
\end{aligned}
$$

Similarly, one obtains

$$
\begin{array}{r}
\exp \left(i \lambda N_{v} / V\right) V(g)=V[g \cos (\lambda / V)] U[-g \sin (\lambda / V)] \\
\quad \times \exp \left(i \lambda N_{V} / V\right) \exp \left[i \sin (2 \lambda / V)\|g\|^{2} / 4\right] .
\end{array}
$$

It follows from Lemma 2.2 that

$$
\exp \left(i \lambda \rho_{o p}\right)=\lim _{V \rightarrow \infty} \exp \left(i \lambda N_{V} / V\right)
$$

commutes with all $U(f), V(g)$. QED.

Lemma 2.6: Given a cyclic representation of the CCR's in which

$$
\lim _{V \rightarrow \infty} \exp \left(i \lambda N_{V} / V\right) \Psi=\exp (i \lambda \rho) \Psi
$$

for some cyclic $\Psi$ and all real $\lambda$. Then $\rho_{o p}$ exists and is a constant.

Proof: From the proof of Lemma 2.5, we know that $\exp \left(i \lambda N_{V} / V\right)$ commutes with all $U(f), V(g)$ as $V \rightarrow \infty$. It follows that
$\lim _{\boldsymbol{V} \rightarrow \infty} \exp \left(i \lambda N_{\mathbf{V}} / V\right) U(f) V(g) \Psi=\exp \left(i \lambda_{\rho}\right) U(f) V(g) \Psi$.
But a sequence of unitary operators which converges on a dense set must converge everywhere, i.e.

$$
\lim _{V \rightarrow \infty} \exp \left(i \lambda N_{V} / V\right)=\exp (i \lambda \rho)
$$

in the strong operator topology. QED.
For the free Bose gas, a similar argument shows that $\lim _{V \rightarrow \infty} H_{V} / V$, if it exists, will be a multiple of the identity.

We now consider the distribution of the particles in momentum space (since we are concerned with the free Bose gas). This is not quite so straightforward, since any finite region in momentum space will contain infinitely many particles. This difficulty is avoided by considering the momentum distribution for a finite volume $V$, and then letting $V \rightarrow \infty$. Thus let $B$ be some closed set in momentum space. Let $f_{n}$ be a complete orthonormal set of functions with periodic boundary conditions whose support in momentum space (a discrete set) is in $B$. We define the operator

$$
N_{V}(B)=\frac{1}{2} \sum_{n} \psi^{*}\left(f_{n}\right) \psi\left(f_{n}^{*}\right) .
$$

As in the proof of Lemma 2.5 one can show that $\lim _{V \rightarrow \infty} N_{V}(B) / V$, if it exists, commutes with all $U(f), V(g)$. Thus for the infinite free Bose gas, lemmas 2.5 and 2.6 also hold for the particle density distribution in momentum space.

## 3. THE INFINITE FREE BOSE GAS: GROUND STATE

In this section and Sec. 4 we shall construct representations of the CCR's with the desired properties (number density operator, etc.). Of course in the transition to the idealization of an infinite system there is always the danger of ambiguity. We shall attempt to justify our approach when we consider the density matrix in Sec. 5 .
We begin with the simplest possible case, namely the free Bose gas at zero temperature. Thus our
problem is to construct a representation of the CCR's which contains the ground state of the infinite free Bose gas.

It seems reasonable to assume that the ground state for the case of an infinite volume should be cyclic. Now the infinite system must be the limit of the finite system in the sense that physical quantities evaluated for a Bose gas in a box should converge to the corresponding quantities for the infinite Bose gas as the volume $V \rightarrow \infty$. This suggests that if we let $E_{V}(f, g)=\left(\Psi_{V}, U_{P}(f) V_{p}(g) \Psi_{V}\right)$ where $\Psi_{V}$ is the ground state in a box of volume $V$ and the subscript $F$ refers to the Fock representation, then the functional $E(f, g)$ for the infinite system should be given by $\lim _{V \rightarrow \infty} E_{V}(f, g)$.

## Calculation of $E(f, g)$

The Bose gas in a finite box is described by the ordinary Fock representation. The ground state is the state with $n=\rho V$ particles each with wavefunction $f_{v}(\mathbf{x})=V^{-\frac{1}{2}}, \mathbf{x} \in V$. Introducing the annihilation and creation operators

$$
\begin{align*}
& \psi_{F}(f)=\left[\phi_{F}(f)+i \pi_{F}(f)\right] / \sqrt{2},  \tag{3.1}\\
& \psi_{P}^{*}(f)=\left[\phi_{F}(f)-i \pi_{P}(f)\right] / \sqrt{2}, \tag{3.2}
\end{align*}
$$

we have

$$
\begin{align*}
& E_{V}(f, g) \\
& \quad=(n!)^{-1}\left(\psi_{F}^{*}\left(f_{V}\right)^{n} \Psi_{F 0}, U_{F}(f) V_{F}(g) \psi_{F}^{*}\left(f_{V}\right)^{n} \Psi_{V_{0}}\right), \tag{3.3}
\end{align*}
$$

where $\Psi_{F 0}$ is the no-particle state. We use the formulas

$$
\begin{equation*}
\left\|\psi_{P}^{*}(f)^{n} \Psi_{r 0}\right\|^{2}=n!\quad \text { if } \quad\|f\|=1 \tag{3.4}
\end{equation*}
$$

$\exp \left[\psi_{F}(f)\right] \psi_{F}^{*}(g) \exp \left[-\psi_{F}(f)\right]$

$$
\begin{array}{r}
=\psi_{F}^{*}(g)+(f, g), \\
U_{F}(f) V_{F}(g)=\exp \left\{\left[i \psi_{F}^{*}(f)-\psi_{F}^{*}(g)\right] / \sqrt{2}\right\} \\
\times \exp \left\{\left[i \psi_{F}(f)+\psi_{F}(g)\right] / \sqrt{2}\right\} E_{F}(f, g), \tag{3.6}
\end{array}
$$

where $E_{P}(f, g)$, the vacuum functional for the Fock representation, is given by Eq. (2.18). Thus we obtain

$$
\begin{align*}
& E_{V}(f, g)=E_{P}(f, g)(n!)^{-1} \\
& \quad \times\left(\left[\psi_{P}^{*}\left(f_{V}\right)-i 2^{-\frac{1}{2}}\left(f, f_{V}\right)-2^{-\frac{1}{2}}\left(g, f_{V}\right)\right]^{n} \Psi_{P_{0}},\right. \\
& \left.\quad \times\left[\psi_{F}^{*}\left(f_{V}\right)+i 2^{-\frac{1}{2}}\left(f, f_{V}\right)+2^{-\frac{1}{2}}\left(g, f_{V}\right)\right]^{n} \Psi_{P_{0}}\right) \\
& =E_{F}(f, g) \frac{1}{n!} \sum_{r=0}^{n}\left(\frac{n!}{r!(n-r)!}\right)^{2} \\
& \quad \times\left[-\left|\left(g, f_{V}\right)+i\left(f, f_{V}\right)\right|^{2} / 2\right]^{r}(n-r)! \\
& =E_{P}(f, g) L_{n}\left\{\frac{1}{2}\left[\left(g, f_{V}\right)^{2}+\left(f, f_{V}\right)^{2}\right]\right\}, \tag{3.7}
\end{align*}
$$

where $L_{n}$ is the $n$th Laguerre polynomial. Without loss of generality we can assume $V$ sufficiently large that $f$ and $g$ vanish outside it. Then

$$
\begin{equation*}
\left(f, f_{V}\right)=\tilde{f}(0)(\rho / n)^{\frac{1}{2}}, \tag{3.8}
\end{equation*}
$$

where

$$
\begin{equation*}
\tilde{f}(0)=\int d x f(x), \tag{3.9}
\end{equation*}
$$

and similarly for $g$. Now let $V \rightarrow \infty$ with $\rho=n / V$ held constant. Using the formula ${ }^{18}$

$$
\begin{equation*}
\lim _{n \rightarrow \infty} L_{n}(z / n)=J_{0}\left(2 z^{\frac{1}{2}}\right), \tag{3.10}
\end{equation*}
$$

we obtain
$E(f, g)=E_{F}(f, g) J_{0}\left\{\left(2 \rho\left[\tilde{f}(0)^{2}+\tilde{g}(0)^{2}\right]\right)^{\frac{1}{2}}\right\}$.
It remains to show that this functional defines a representation of the CCR's with the desired properties. We shall do this by explicitly constructing the representation.

## Construction of the Representation

Let $H_{F}$ denote the Hilbert space in which the Fock representation $U_{F}(f), V_{F}(g)$ is defined with vacuum state $\Psi_{F 0}$, and a unitary representation of the Euclidean group $U_{F}(\mathrm{a}, R)$. Then

$$
\begin{equation*}
\left(\Psi_{F_{0}}, U_{F}(f) V_{F}(g) \Psi_{F_{0}}\right)=E_{F}(f, g) . \tag{3.12}
\end{equation*}
$$

Let $M$ be the Hilbert space of square-integrable functions on the unit circle with respect to the normalized Lebesgue measure $d \theta / 2 \pi$. Define bounded operators $A, B$ in $M$ as follows

$$
\begin{align*}
(A f)(\theta) & =\cos \theta & f(\theta),  \tag{3.13}\\
(B f)(\theta) & =\sin \theta & f(\theta) . \tag{3.14}
\end{align*}
$$

Denote the identity function $f(\theta)=1$ by $\Phi_{0}$. We then define a representation of the CCR's by

$$
\begin{gather*}
H=H_{F} \otimes M,  \tag{3.15}\\
\Psi_{0}=\Psi_{P 0} \otimes \Phi_{0},  \tag{3.16}\\
U(f)=U_{F}(f) \otimes \exp \left[i(2 \rho)^{\frac{1}{2}} A \tilde{f}(0)\right],  \tag{3.17}\\
V(g)=V_{F}(g) \otimes \exp \left[i(2 \rho)^{\frac{1}{2}} B \tilde{g}(0)\right],  \tag{3.18}\\
U(\mathbf{a}, R)=U_{F}(\mathbf{a}, R) \otimes 1 . \tag{3.19}
\end{gather*}
$$

Thus we have

$$
\begin{align*}
& \left(\Psi_{0}, U(f) V(g) \Psi_{0}\right) \\
& =\quad E_{F}(f, g) \int \exp \left\{i(2 \rho)^{\frac{3}{2}}[f(0) \cos \theta\right. \\
& \quad+\tilde{g}(0) \sin \theta]\} d \theta / 2 \pi \\
& = \tag{3.20}
\end{align*}
$$

which is the desired functional.

[^52]We shall prove that $\Psi_{0}$ is a cyclic vector for the algebra $\{U(f), V(g)\}^{\prime \prime}$. Consider the functions
$f_{s, 0}(x)=a s e^{-s x} /\left[4 \pi\left(x^{2}+1\right)\right], \quad s, a>0$.
We have

$$
\begin{gather*}
\lim _{s \rightarrow 0}\left\|f_{s, a}\right\|^{2}=0  \tag{3.22}\\
\lim _{s \rightarrow 0} \tilde{f}_{s, a}(0)=a . \tag{3.23}
\end{gather*}
$$

It follows from Lemma 2.3 that in the strong operator topology we have

$$
\begin{equation*}
\lim _{s \rightarrow 0} U\left(f_{s, a}\right)=1 \otimes \exp \left[i(2 \rho)^{\frac{1}{2}} a A\right], \tag{3.24}
\end{equation*}
$$

and similarly,

$$
\begin{equation*}
\lim _{s \rightarrow 0} V\left(f_{s, a}\right)=1 \otimes \exp \left[i(2 \rho)^{\frac{3}{2}} a B\right] . \tag{3.25}
\end{equation*}
$$

Since $\Phi_{0}$ is a cyclic vector for $\{A, B\}^{\prime \prime}$ in the space $M$, and $\Psi_{F 0}$ is a cyclic vector for $\left\{U_{p}(f), V_{F}(g)\right\}^{\prime \prime}$ in $H_{F}$ (see Lemma 2.4) it follows that $\Psi_{0}=\Psi_{F 0} \otimes \Phi_{0}$ is cyclic for $\{U(f), V(g)\}^{\prime \prime}$. Thus we have constructed the desired representation.

In dealing with infinite systems, one expects to encounter nonseparable Hilbert spaces. In particular for the case of the ground state, one expects the particle density $\rho$ to label inequivalent representations of the CCR's (see lemmas 2.5 and 2.6). It might also seem reasonable to expect that, for a given value of $\rho$, the representation should be irreducible. This is not the case. It is clear from the above construction of the representation that any operator of the form $1 \otimes T$, where $T$ commutes with $A$ and $B$, commutes with all $U(f)$ and $V(g)$.

We shall now decompose the representation into a direct integral of irreducible representations. Given the above explicit realization of the representation, this is a rather trivial task. We write

$$
\begin{equation*}
M=\int_{0}^{2 \pi \oplus} M(\theta) d \theta / 2 \pi \tag{3.26}
\end{equation*}
$$

where $\operatorname{dim} M(\theta)=1$, and apply the theorem ${ }^{19}$

$$
\begin{align*}
H_{F} \otimes \int^{\oplus} M(\theta) & d \theta / 2 \pi \\
& =\int^{\oplus} H_{F} \otimes M(\theta) d \theta / 2 \pi \tag{3.27}
\end{align*}
$$

The operators $U(f), V(g)$ are clearly decomposable with respect to this decomposition of $H$. Thus we have

[^53]\[

$$
\begin{align*}
& U(f)=\int^{\oplus} U_{\theta}(f) d \theta / 2 \pi  \tag{3.28}\\
& V(g)=\int^{\oplus} V_{\theta}(g) d \theta / 2 \pi \tag{3.29}
\end{align*}
$$
\]

where

$$
\begin{align*}
& U_{\theta}(f)=U_{F}(f) \otimes \exp \left[i(2 \rho)^{\frac{1}{2}} \cos \theta \tilde{f}(0)\right]  \tag{3.30}\\
& V_{\theta}(g)=V_{F}(g) \otimes \exp \left[i(2 \rho)^{\frac{1}{2}} \sin \theta \tilde{g}(0)\right] . \tag{3.31}
\end{align*}
$$

Since $\operatorname{dim} M(\theta)=1$ and the algebra $\left\{U_{F}(f), V_{F}(g)\right\}^{\prime \prime}$ is irreducible in $H_{F}$, it follows that $\left\{U_{\theta}(f), V_{\theta}(g)\right\}^{\prime \prime}$ is irreducible in $H_{F} \otimes M(\theta)$. Thus we have decomposed the representation defined by Eq. (3.11) into a direct integral of irreducible representations. These results may be summed up as follows.

Theorem 3.1: The functional

$$
E(f, g)=E_{F}(f, g) J_{0}\left\{\left(2 \rho\left[\tilde{f}(0)^{2}+\tilde{g}(0)^{2}\right]\right)^{\frac{1}{1}}\right\}
$$

defines a cyclic representation of the CCR's. This representation is a direct integral of irreducible representations $U_{\theta}(f), V_{\theta}(g)$ where $0 \leq \theta \leq 2 \pi$.

## Physical Significance of the Reducibility

We now consider the physical significance of the reducibility of the representation. As we remarked earlier, one expects the particle density $\rho$ to label inequivalent representations. Thus we would like to find another quantity which labels the different irreducible representations belonging to a given value of $\rho$. To do this we shall construct the irreducible representations in a slightly different fashion. As above, let $H_{F}, \phi_{F}(f), \pi_{F}(g)$ refer to the Fock representation. We define a new representation by

$$
\begin{align*}
\phi_{\theta}(\mathbf{x}) & =\phi_{F}(\mathbf{x})+(2 \rho)^{\frac{1}{2}} \cos \theta  \tag{3.32}\\
\pi_{\theta}(\mathbf{x}) & =\pi_{F}(\mathbf{x})+(2 \rho)^{\frac{1}{2}} \sin \theta \tag{3.33}
\end{align*}
$$

Then

$$
\begin{align*}
& U_{\theta}(f)=U_{F}(f) \exp \left[i(2 \rho)^{\frac{1}{2}} \cos \theta \tilde{f}(0)\right],  \tag{3.34}\\
& V_{\theta}(g)=V_{F}(g) \exp \left[i(2 \rho)^{\frac{1}{2}} \sin \theta \tilde{g}(0)\right], \tag{3.35}
\end{align*}
$$

which makes the equivalence of the two definitions rather obvious. Thus the irreducible representations describing the ground state of an infinite free Bose gas are simply the Fock representation with a uniform "external" field superimposed. Thus we see that the representations are labeled by the average field strengths

$$
\begin{equation*}
\left\langle\phi_{\theta}\right\rangle=\lim _{V \rightarrow \infty} V^{-1} \int_{\boldsymbol{V}} d \mathbf{x} \phi_{\theta}(\mathbf{x})=(2 \rho)^{\frac{1}{2}} \cos \theta \tag{3.36}
\end{equation*}
$$

$\left\langle\pi_{\theta}\right\rangle=\lim _{\boldsymbol{V} \rightarrow \infty} V^{-1} \int_{V} d \mathbf{x} \pi_{\theta}(\mathbf{x})=(2 \rho)^{\frac{1}{2}} \sin \theta$.

A rigorous proof of these limits is rather trivial. Consider the operator $U_{F}\left(\chi_{V}\right)$ where $\chi_{V}(\mathbf{x})=V^{-1}$ if $x \in V$ and is zero otherwise. Then $\lim _{V \rightarrow \infty}\left\|\chi_{V}\right\|_{=0,}$ and by Lemma 2.3 we have $\lim _{V \rightarrow \infty} U_{F}\left(\chi_{V}\right)=1$ in the strong operator topology. Hence $\left\langle\phi_{F}\right\rangle=0$, and similarly $\left\langle\pi_{P}\right\rangle=0$.

Having provided a label for the irreducible representations, we shall now explain the reducibility. That is, we must understand why there exist operators which are not observables. This is equivalent to saying that there exist states which, although physically equivalent, are mathematically distinguishable.

We shall show that the operators

$$
\begin{equation*}
a=(2 \rho)^{-\frac{1}{2}}(\langle\phi\rangle+i\langle\pi\rangle) \tag{3.38}
\end{equation*}
$$

and

$$
\begin{equation*}
a^{*}=(2 \rho)^{-\frac{1}{2}}(\langle\phi\rangle-i\langle\pi\rangle) \tag{3.39}
\end{equation*}
$$

can be interpreted as annihilation and creation operators for particles in the zero-momentum state. We note that $a=\lim _{V \rightarrow \infty} \psi\left(\chi_{V}\right)$ where $\chi_{V}(\mathbf{x})=\rho^{-\frac{1}{2}} V^{-1}$, $\mathbf{x} \in V$. If $\Psi_{V}$ is the normalized ground state for volume $V$ with $n=\rho V$ particles, then $\psi\left(\chi_{v}\right) \Psi_{v}$ is the normalized ground state with $n-1$ particles. That is, $\psi\left(x_{v}\right)$ is just the usual annihilation operator for zero-momentum particles but without the $n^{\frac{1}{3}}$ factor. Similarly $\psi^{*}\left(\chi_{V}\right)$ is, except for the $n^{\frac{1}{3}}$ factor, the creation operator for zero-momentum particles. It is therefore plausible to say that $a$ and $a^{*}$ are annihilation and creation operators for zero-momentum particles in the infinite system.

Since there are infinitely many particles in the zero-momentum state it should, loosely speaking, behave classically. Thus we note that the operators $a$ and $a^{*}$ act classically in the sense that they commute with each other and with all $U(f), V(g)$. Since the effect of applying $a$ or $a^{*}$ is to change the number of particles in the zero-momentum state, we see that two states which differ by only a finite number of zero-momentum particles are physically indistinguishable. However two such states are not mathematically identical, unless the operator $a$ is a multiple of the identity. Now if one chooses the ground state, as we did, to have a definite particle number, then one can hardly expect the operator $a$ to be a $c$ number (since it should produce an orthogonal state when applied to the ground state). To sum up, the reason for the reducibility of the representation is that two states which differ by only a finite number of particles in the zero-momentum state are mathematically distinguishable, although physically identical.

It is interesting to note that the operator $a$ is unitary. In our construction of the representation, it is simply multiplication by $e^{i \theta}$, hence $(1 \otimes a)^{n} \Psi_{0}=$ $\Psi_{F_{0}} \otimes \Phi_{-n}$ where $\Phi_{n}(\theta)=e^{-i n \theta}$. The set of all $\Psi_{0 n}=\Psi_{P 0} \otimes \Phi_{n}, n=0, \pm 1, \pm 2, \cdots$ form an orthonormal set spanning the manifold of (physically equivalent) degenerate ground states. The state $\Psi_{o n}$ contains $\infty+n$ particles in the zero-momentum state.

## The Particle Density Operator

In terms of the field $\psi(x)$ we have

$$
\begin{equation*}
\psi_{\theta}(\mathbf{x})=\psi_{F}(\mathbf{x})+\rho^{\frac{1}{2}} e^{i \theta} . \tag{3.40}
\end{equation*}
$$

Thus the number operator $N_{V}$ for the finite volume $V$ is given by

$$
\begin{align*}
\left(N_{V}\right)_{\theta}= & \left(N_{V}\right)_{F}+\rho V+\rho^{\frac{1}{t}} \\
& \quad \times \int_{V} d \mathbf{x}\left[e^{-i \theta} \psi_{F}(\mathbf{x})+e^{i \theta} \psi_{F}^{*}(\mathbf{x})\right] . \tag{3.41}
\end{align*}
$$

Consider $\rho_{o \mathrm{op}}=\lim _{V \rightarrow \infty} V^{-1}\left(N_{V}\right)_{\theta}$. From Eqs. (3.36) and (3.37) it follows that
$\lim _{V \rightarrow \infty} V^{-1} \int_{v} d \mathbf{x} \psi_{P}(\mathbf{x})=2^{-\frac{1}{3}}\left(\left\langle\phi_{P}\right\rangle+i\left\langle\pi_{P}\right\rangle\right)=0$.
One can easily show that $\lim _{\nabla \rightarrow \infty} V^{-1}\left(N_{\nabla}\right)_{p}=0$. It follows that

$$
\begin{equation*}
\rho_{\mathrm{op}}=\rho . \tag{3.43}
\end{equation*}
$$

Thus our derivation of the representation has at least led to the correct particle density.

## The Hamiltonian

The preceding analysis has been concerned with the field operators at a fixed time, which we shall take to be $t=0$. Our general principle for determining $\psi(\mathbf{x}, t)$ is that it should be the limit, in some sense, of $\psi(\mathbf{x}, t)$ for the finite volume representation. For the present case, the problem of extending the definition of the field operators to arbitrary times is rather trivial. Let $\psi_{F}(\mathbf{x}, t)$ denote the time-dependent Fock representation satisfying the free-field equation

$$
\begin{equation*}
i \partial \psi_{F} / \partial t=-(\Delta / 2 m) \psi_{F} . \tag{3.44}
\end{equation*}
$$

The field

$$
\begin{equation*}
\psi_{\theta}(\mathbf{x}, t)=\psi_{F}(\mathbf{x}, t)+\rho^{\frac{1}{2}} e^{i \theta} \tag{3.45}
\end{equation*}
$$

clearly satisfies the free-field equation also.
It follows that the Hamiltonian $H$ for $\psi_{\theta}(\mathbf{x}, t)$ is just the Fock Hamiltonian $H_{F}$, i.e.

$$
\begin{equation*}
H=H_{F}=(2 m)^{-1} \int d \mathbf{x}\left(\nabla \psi_{F}^{*}\right) \cdot\left(\nabla \psi_{F}\right) \tag{3.46}
\end{equation*}
$$

Using Eq. (3.40) this can be written

$$
\begin{equation*}
H=(2 m)^{-1} \int d \mathbf{x}\left(\nabla \psi_{\theta}^{*}\right) \cdot\left(\nabla \psi_{\theta}\right) \tag{3.47}
\end{equation*}
$$

Thus the formal expression for the free-particle Hamiltonian remains valid for the case of the strictly infinite system in its ground state. This is not a trivial result. In particular, it should be noted that the operator

$$
\begin{equation*}
H^{\prime}=\int d \mathbf{x} \psi_{\theta}^{*}(\mathbf{x})(-\Delta / 2 m) \psi_{\theta}(\mathbf{x}) \tag{3.48}
\end{equation*}
$$

does not exist.

## Relation to BCS Theory

We have seen that the ground state of the infinite free Bose gas is degenerate, i.e. there exists more than one state $\Psi$ which satisfies $H \Psi=0$ where $H$ is the Hamiltonian. In fact, any vector of the form $\boldsymbol{\Psi}=\Psi_{P 0} \otimes \Phi, \Phi \in M$ has the same energy as the ground state $\Psi_{F_{0}} \otimes \Phi_{0}$. This situation is analogous to the degeneracy of the ground state of the BCS model of superconductivity. ${ }^{20}$

The degeneracy of the ground state of the BCS model is also related to the fact that the algebra of field operators, which now satisfies anticommutation relations, gives rise to inequivalent irreducible representations. As in the present case, the irreducible representations can be labeled in a natural way by the real parameter $\theta, 0 \leq \theta \leq 2 \pi$. In both cases the degeneracy is related to the invariance of the theory under gauge transformations of the first kind $\psi \rightarrow e^{i \alpha} \psi, \alpha$ real. This transformation carries the irreducible representation $\psi_{\theta}(\mathbf{x})$ into $\psi_{\theta+\alpha}(\mathbf{x})$. To prove this for the infinite free Bose gas, we write

$$
\begin{equation*}
e^{i \alpha} \psi_{\theta}(\mathbf{x})=e^{i \alpha} \psi_{F}(\mathbf{x})+\rho^{\frac{7}{2}} e^{i(\alpha+\theta)} \tag{3.50}
\end{equation*}
$$

and note that $e^{i \alpha} \psi_{F}(\mathrm{x})$ is unitary equivalent to the Fock representation. It follows that $e^{i \alpha} \psi_{\theta}(\mathbf{x})$ is unitary equivalent to $\psi_{\theta+\alpha}(\mathrm{x})$.

## 4. THE INFINITE FREE BOSE GAS: EXCITED STATES

In this section we shall obtain representations of the CCR's which, we hope, will describe an infinite free Bose gas of uniform density at a finite temperature. Thus we shall construct representations which describe a system of particles with a distribution $\rho(\mathbf{k})$ in momentum space. We also consider the case where, in addition to a continuous distribution in momentum space, there is macroscopic occupation of the zero-momentum state (Bose-Einstein con-

[^54]densation). As in the case of the ground-state representations, the functional $E(f, g)$ will be obtained by an heuristic argument. We then construct the cyclic representation with this functional, and show that it has the desired properties.

We first list a number of assumptions about $\rho(\mathbf{k})$.
(i) $\rho(\mathbf{k})=\rho(k)$,
(ii) $\rho(\mathbf{k})$ is continuous,
(iii) $\rho=\int d \mathbf{k} \rho(\mathbf{k})<\infty$,
(iv) $\rho(\mathbf{k}) \neq 0$ almost everywhere.

We shall not always make explicit reference to these properties in the following. Much of the discussion is valid under weaker restrictions on $\rho(\mathbf{k})$. However these assumptions simplify the exposition, and they are valid for any case of physical interest.

## Calculation of $E(f, g)$

We are interested in the case where the distribution in momentum space is a continuous function $\rho(\mathbf{k})$. We assume that the functional $E_{\rho}(f, g)$ for this case can be obtained as the limit of functionals describing a discrete distribution of particles in momentum space.

Consider a state $\Psi_{V}$ (in a box of volume $V$ ) with $n_{1}=\rho_{1} V$ particles each with wavefunction

$$
\begin{equation*}
f_{1}^{c}(\mathbf{x})=(2 / V)^{\frac{1}{2}} \cos \mathbf{k}_{1} \cdot \mathbf{x} \tag{4.1}
\end{equation*}
$$

another $n_{1}$ particles with wavefunction

$$
\begin{equation*}
f_{1}^{s}(\mathbf{x})=(2 / V)^{\frac{1}{2}} \sin \mathbf{k}_{1} \cdot \mathbf{x} \tag{4.2}
\end{equation*}
$$

and $n_{2}=\rho_{2} V$ particles with wavefunction

$$
\begin{equation*}
f_{2}^{c}(\mathbf{x})=(2 / V)^{\frac{1}{2}} \cos \mathbf{k}_{2} \cdot \mathbf{x} \tag{4.3}
\end{equation*}
$$

etc. If we assume that the functional

$$
E_{V}(f, g)=\left(\Psi_{V}, U(f) V(g) \Psi_{V}\right)
$$

has a limit as $V \rightarrow \infty$ with $\rho_{1}, \cdots, \rho_{n}$ held constant, then a simple modification of the methods of Sec. 3 shows that this limit must be

$$
\begin{align*}
E(f, g)= & E_{F}(f, g) \\
& \times \prod_{j=1}^{n} J_{0}\left\{2\left[f_{c}\left(\mathbf{k}_{i}\right)^{2}+g_{c}\left(\mathbf{k}_{i}\right)^{2}\right]^{\frac{1}{3}} \rho_{i}^{\frac{1}{2}}\right\} \\
& \times J_{0}\left\{2\left[f_{c}\left(\mathbf{k}_{i}\right)^{2}+g_{0}\left(\mathbf{k}_{i}\right)^{2}\right]^{\frac{1}{2}} \rho_{i}^{\frac{1}{i}}\right\}, \tag{4.4}
\end{align*}
$$

where

$$
f_{c}(\mathbf{k})=\int d \mathbf{x} f(\mathbf{x}) \cos \mathbf{k} \cdot \mathbf{x}
$$

$$
f_{s}(\mathbf{k})=\int d \mathbf{x} f(\mathbf{x}) \sin \mathbf{k} \cdot \mathbf{x}
$$

We now let the discrete distribution tend to a continuous distribution. Without loss of generality, we shall calculate this limit for the one-dimensional case. Then $\rho(k)$ is approximated by dividing the real line into intervals of length $1 / n$, and letting $\rho_{j}^{n}=\rho(j / n) / n$. Thus we have

$$
\begin{align*}
& E(f, g)=\lim _{n, L \rightarrow \infty} E_{F}(f, g) \\
& \quad \times \prod_{i=1}^{n L} J_{0}\left(2\left\{\rho(j / n) n^{-1}\left[f_{c}(j / n)^{2}+g_{c}(j / n)^{2}\right]\right\}^{\frac{1}{2}}\right) \\
& \quad \times J_{0}\left(2\left\{\rho(j / n) n^{-1}\left[f_{\bullet}(j / n)^{2}+g_{\star}(j / n)^{2}\right]\right\}^{\frac{1}{2}}\right) \tag{4.5}
\end{align*}
$$

Noting that $\rho(k)=\rho(-k)$, we have
$\log \left[E(f, g) / E_{F}(f, g)\right]$

$$
\begin{align*}
= & \lim _{n, L \rightarrow \infty} \sum_{i=1}^{n L}\left\{-\rho(j / n)\left[f_{c}(j / n)^{2}+f_{\theta}(j / n)^{2}\right.\right. \\
& \left.\left.+g_{c}(j / n)^{2}+g_{0}(j / n)^{2}\right] n^{-1}+0\left(n^{-2}\right)\right\} \\
= & -\frac{1}{2} \int_{-\infty}^{\infty} d k \rho(k)\left[|\tilde{f}(k)|^{2}+|\tilde{g}(k)|^{2}\right] \tag{4.6}
\end{align*}
$$

where

$$
\begin{equation*}
\tilde{f}(k)=\int d x e^{i k x} f(x) \tag{4.7}
\end{equation*}
$$

The formula for the general case is then given by

$$
\begin{align*}
& E_{\rho}(f, g)=E_{F}(f, g) \\
& \quad \times \exp \left\{-\frac{1}{2} \int d \mathbf{k} \rho(\mathbf{k})\left[|\tilde{f}(\mathbf{k})|^{2}+|\tilde{g}(\mathbf{k})|^{2}\right]\right\} \tag{4.8}
\end{align*}
$$

It should be noted that this equation is valid only for continuous density distributions. If one wants to consider the case where there is macroscopic occupation of the ground state, it is incorrect to insert a delta function in $\rho(\mathbf{k})$. However if $\rho(\mathbf{k})=\rho_{0} \delta(\mathbf{k})+$ $\rho_{1}(k)$ where $\rho_{1}(k)$ is continuous, then it is obvious from the above arguments that we would obtain

$$
\begin{align*}
& E_{\rho}(f, g)=E_{P}(f, g) J_{0}\left(\left\{2 \rho_{0}\left[\tilde{f}(0)^{2}+\tilde{g}(0)^{2}\right]\right\}^{3}\right) \\
& \quad \times \exp \left\{-\frac{1}{2} \int d \mathbf{k} \rho_{1}(\mathbf{k})\left[|\tilde{f}(\mathbf{k})|^{2}+|\tilde{g}(\mathbf{k})|^{2}\right]\right\} \tag{4.9}
\end{align*}
$$

We now turn to the task of constructing the cyclic representations defined by these functionals.

## No Macroscopic Occupation of the Ground State

We construct first the representation defined by Eq. (4.8). We define an operator $\rho$ on the space $V$ of test functions as follows [since $\rho$ is diagonal in
momentum space it is defined in terms of the Fourier transform $\tilde{f}(\mathbf{k})$ ].

$$
\begin{equation*}
(\rho f)(\mathbf{k})=(2 \pi)^{3} \rho(\mathbf{k}) \tilde{f}(\mathbf{k}) . \tag{4.10}
\end{equation*}
$$

The representation is now defined as follows.

$$
\begin{align*}
H & =H_{F} \otimes H_{P},  \tag{4.11}\\
U(f) & =U_{F}\left([1+\rho]^{\frac{1}{j}} f\right) \otimes U_{F}\left(\rho^{\frac{1}{f}} f\right),  \tag{4.12}\\
V(g) & =V_{F}\left([1+\rho]^{\frac{1}{2}} g\right) \otimes V_{F}\left(-\rho^{\frac{1}{2}} g\right),  \tag{4.13}\\
\Psi_{0} & =\Psi_{F 0} \otimes \Psi_{F 0},  \tag{4.14}\\
U(\mathbf{a}, R) & =U_{F}(\mathbf{a}, R) \otimes U_{F}(\mathbf{a}, R) . \tag{4.15}
\end{align*}
$$

We have

$$
\begin{align*}
& \left(\Psi_{0}, U(f) V(g) \Psi_{0}\right) \\
& \quad=E_{F}(f, g) \exp \left\{-\frac{1}{2}[(f, \rho f)+(g, \rho g)]\right\} \\
& \quad=E_{\rho}(f, g) \tag{4.16}
\end{align*}
$$

which is the desired functional.
It remains only to prove that $\Psi_{0}$ is a cyclic vector for the algebra $\mathbf{R}=\{U(f), V(g)\}^{\prime \prime}$, i.e. that $\overline{\mathbf{R} \Psi_{0}}=H$ (the bar denotes the closed linear space spanned by the given set of vectors). Now the annihilation and creation operators are given by

$$
\begin{align*}
\psi(f) & =\psi_{F}\left([1+\rho]^{\frac{1}{f}} f\right) \otimes 1+1 \otimes \psi_{F}^{*}\left(\rho^{\frac{k}{4}} f\right),  \tag{4.17}\\
\psi^{*}(f) & =\psi_{F}^{*}\left([1+\rho]^{\frac{1}{k}} f\right) \otimes 1+1 \otimes \psi_{F}\left(\rho^{\frac{1}{2}} f .\right. \tag{4.18}
\end{align*}
$$

Let us call $D_{F}$ the linear hull of all vectors of the form

$$
\psi_{F}^{*}\left(f_{1}\right) \cdots \psi_{P}^{*}\left(f_{n}\right) \Psi_{P 0}
$$

Then $\psi(f)$ on $D_{F} \otimes D_{F}$ can be obtained by differentiation of $U(f)$ and $V(g)$. From Eq. (4.17) it follows that

$$
\Psi_{F 0} \otimes D_{F} \subset \overline{\mathrm{R} \Psi_{0}}
$$

since $\left\{\rho^{\frac{1}{f}} f, f \in V\right\}$ is dense in $V$, and therefore

$$
\Psi_{F_{0}} \otimes H_{P} \subset \overline{\mathbf{R} \Psi_{0}}
$$

since $D_{F}$ is dense in $H_{F}$. It follows that

$$
\overline{\left\{U_{F}(f)\right\}^{\prime \prime} \Psi_{P 0}} \otimes H_{P} \subset \overline{R \Psi_{0}}
$$

Since $\Psi_{P o}$ is a cyclic vector for $\left\{U_{F}(f)\right\}^{\prime \prime}$ (see Lemma 2.4), we have

$$
\begin{equation*}
H=H_{F} \otimes H_{F} \subset \overline{\mathbf{R} \Psi_{0}} \tag{4.19}
\end{equation*}
$$

Thus we have constructed the desired representation. These results may be summed up as follows.

Theorem 4.1: The functional $E_{\rho}(f, g)$ of Eq. (4.8) defines a cyclic representation of the CCR's.

## Reducibility of the Representation

We now investigate the mathematical structure of the operator algebra $\mathrm{R}=\{U(f), V(g)\}^{\prime \prime}$. By a trivial calculation one can show that the commutor $\mathbf{R}^{\prime}$ contains the operators

$$
\begin{align*}
& \bar{U}(f)=U_{P}\left(\rho^{\frac{1}{4}} f\right) \otimes U_{P}\left([1+\rho]^{\frac{1}{1}} f\right),  \tag{4.20}\\
& \bar{V}(g)=V_{P}\left(-\rho^{\frac{1}{2}} g\right) \otimes V_{P}\left([1+\rho]^{\frac{1}{2}} g\right) . \tag{4.21}
\end{align*}
$$

Thus $\mathbf{R}$ is reducible, as was the case with the groundstate representation. However $\mathbf{R}^{\prime}$ is now noncommutative. We note that $R \cup R^{\prime}$ contains

$$
\begin{aligned}
& 1 \otimes U_{F}(f)=U\left(-\rho^{\frac{1}{2}} f\right) \bar{U}\left([1+\rho]^{\frac{1}{f}} f\right), \\
& 1 \otimes V_{F}(g)=V\left(\rho^{\frac{1}{2}} g\right) \bar{V}\left([1+\rho]^{\frac{1}{2}} g\right), \\
& U_{P}(f) \otimes 1=U\left([1+\rho]^{\frac{1}{f}} f\right) \ddot{U}\left(-\rho^{\frac{1}{2} f}\right), \\
& V_{P}(g) \otimes 1=V\left([1+\rho]^{\frac{1}{2}} g\right) \tilde{V}\left(\rho^{\frac{1}{2}} g\right) .
\end{aligned}
$$

Thus $\left(\mathbf{R} \cup \mathbf{R}^{\prime}\right)^{\prime \prime}$ is irreducible, and $\mathbf{R} \cap \mathbf{R}^{\prime}=$ $\left(\mathbf{R} \cup \mathbf{R}^{\prime}\right)^{\prime}$ which contains only multiples of the identity, i.e. $R$ is a factor.

If the factor $R$ were type $I$, then one could write $H$ as a tensor product $H_{a} \otimes H_{b}$ such that R would be the algebra of all operators of the form $T_{a} \otimes 1$. The representation would then be a discrete direct sum of copies of one irreducible representation. We now show that this is not the case.

The proof that R is not type I involves showing that under the decomposition $H=H_{a} \otimes H_{b}$ the cyclic vector $\Psi_{0}$ must be of the form $\Psi_{a 0} \otimes \Psi_{b 0}$. This is impossible, as one can easily see in a variety of ways. In particular it would imply that $\overline{\mathrm{R} \Psi_{0}}=$ $H_{a} \otimes \Psi_{b o}$, in contradiction with the fact that $\Psi_{0}$ is a cyclic vector for $R$.

The following lemmas will be used to show that $\mathbf{R}$ type I implies $\Psi_{0}=\Psi_{a 0} \otimes \Psi_{b 0}$.

Lemma 4.1: Let $A$ and $B$ be unitary operators. If the operator $A \otimes B$ has a discrete spectrum, then both $A$ and $B$ have discrete spectra.

Proof: Let $E_{A}, E_{B}$ and $E$ be the spectral measures of $A, B$ and $A \otimes B$ respectively. Then

$$
E(X)=E_{A} \otimes E_{B}[(x, y) ; x y \varepsilon X]
$$

where $X$ is any Borel set in the complex plane ( $E_{A}, E_{B}$, and $E$ are zero outside the unit circle). If $D$ is a total set (i.e. a set whose linear hull is dense) in the Hilbert space, then whether or not $E$ has a discrete spectrum is equivalent to whether or not the complex measure $\nu(X)=(\Psi, E(X) \Phi)$ has a discrete spectrum for some $\Psi, \Phi \in D$. We consider vectors of the form $\Psi=\Psi_{A} \otimes \Psi_{B}$ and $\Phi=\Phi_{A} \otimes \Phi_{B}$,
then

$$
\nu(X)=\nu_{A} \otimes \nu_{B}[(x, y) ; x y \in X]
$$

where

$$
\nu_{A}(X)=\left(\Psi_{A}, E_{A}(X) \Phi_{A}\right),
$$

and

$$
\nu_{B}(X)=\left(\Psi_{B}, E_{B}(X) \Phi_{B}\right) .
$$

Since $\nu_{A}$ and $\nu_{B}$ are a finite linear combination of nonnegative measures with finite total measure, the desired result can be established by proving that the measure

$$
\mu(X)=\mu_{A} \otimes \mu_{B}[(x, y) ; x y \in X]
$$

where $\mu_{A}$ and $\mu_{B}$ are nonnegative measures on the unit circle of the complex plane with total measure one, cannot have a discrete spectrum if $\mu_{A}$ has no discrete spectrum.

If $\mu_{A}$ has a continuous spectrum only, then there exists a sequence of points $\theta_{0}^{N}=0, \theta_{1}^{N}, \cdots \theta_{N}^{N}=2 \pi$, such that

$$
\mu_{A}\left(\Lambda_{i}^{A N}\right)=N^{-1}
$$

where

$$
\Lambda_{i}^{A N}=\left\{e^{i \theta} ; \theta \in\left[\theta_{i-1}^{N}, \theta_{i}^{N}\right]\right\} \quad j=1, \cdots n
$$

We now prove that for any $e^{i \lambda}, \lambda$ real, $\mu\left(\left[e^{i \lambda}\right]\right)=0$. Let

$$
\Lambda_{i}^{B N}=\left\{e^{i \theta} ; \theta \in\left[\lambda-\theta_{i}^{N}, \lambda-\theta_{i-1}^{N}\right], \bmod 2 \pi\right\}
$$

Then

$$
\left\{(x, y) ;|x|=|y|=1, x y=e^{i \lambda}\right\} \subset \bigcup_{i=1}^{N} \Lambda_{i}^{A N} \times \Lambda_{i}^{B N}
$$

Hence

$$
\mu\left\{\left[e^{i \lambda}\right]\right\} \leq N^{-1} \sum_{i=1}^{N} \mu_{B}\left(\Lambda_{i}^{B N}\right)=N^{-1}
$$

Thus

$$
\mu\left\{\left[e^{i \lambda}\right]\right\}=0
$$

QED.
A similar lemma holds for any normal operators $A$ and $B$, provided zero is not a discrete eigenvalue of either operator.

Lemma 4.2: Given a Hilbert space $H=H_{a} \otimes H_{b}$ and a unitary operator $U$ in $H$ such that for all operators $T_{a}$ in $H_{a}$ and $T_{b}$ in $H_{b}$ we have

$$
\begin{aligned}
& U\left(T_{a} \otimes 1\right) U^{-1}=T_{a}^{\prime} \otimes 1 \\
& U\left(1 \otimes T_{b}\right) U^{-1}=1 \otimes T_{b}^{\prime}
\end{aligned}
$$

Then there exist unitary operators $U_{a}$ in $H_{a}$, and $U_{b}$ in $H_{b}$ such that $U=U_{a} \otimes U_{b}$.

Proof: By considering projection operators, it follows that $U(x \otimes y)$ where $x \in H_{a}, y \in H_{b}$, must be of the form $C x^{\prime} \otimes C^{-1} y^{\prime}$ where $C$ is an arbitrary complex number. For some fixed $y \in H_{b}$, choose some $C$ such that $\left\|C^{-1} y^{\prime}\right\|=\|y\|$. Then define an operator $U_{a}$ in $H_{a}$ by $U_{a} x=C x^{\prime}$.

It remains to define $U_{b}$. We have

$$
U(x \otimes y)=U_{a} x \otimes y^{\prime}(x),
$$

where $y^{\prime}$ may depend on $x$. Now we have

$$
\left(U\left[x_{1} \otimes y\right], U\left[x_{2} \otimes y\right]\right)=\left(x_{1}, x_{2}\right)(y, y),
$$

but also

$$
\left(U\left[x_{1} \otimes y\right], U\left(x_{2} \otimes y\right]\right)=\left(x_{1}, x_{2}\right)\left(y^{\prime}\left(x_{1}\right), y^{\prime}\left(x_{2}\right)\right)
$$

It follows that $y^{\prime}(x)$ does not depend on $x$. The operator $U_{b}$ is now defined by

$$
U_{b} y=y^{\prime}(x)
$$

The operators $U_{a} \otimes U_{b}$ and $U$ coincide on all $\sum_{i} x_{i} \otimes y_{i}$ which are dense in $H$. It follows that $U=U_{a} \otimes U_{b}$. QED.

Now assume R is type I , hence $H=H_{a} \otimes H_{b}$. We have shown above that the algebra

$$
\begin{equation*}
\overline{\mathbf{R}}=\{\bar{U}(f), \bar{V}(g)\}^{\prime \prime} \subset \mathbf{R}^{\prime} \tag{4.22}
\end{equation*}
$$

together with the algebra $R$, generates all bounded operators in $H$. It follows that $\mathbf{R}^{\prime}=\overline{\mathbf{R}}$. Now consider the translation operator $U(\mathbf{a}, 1)$. A trivial calculation shows that $\mathbf{R}$ and $\mathrm{R}^{\prime}$ are invariant under $U(\mathbf{a}, 1)$, i.e. $U(\mathrm{a}, 1)$ satisfies the condition of lemma 4.2. It follows that $U(\mathbf{a}, 1)=U_{a}(\mathbf{a}, 1) \otimes U_{b}(\mathbf{a}, 1)$.

It is known that for any finite a, $U_{P}(\mathbf{a}, 1)$ has only one discrete eigenvector $\Psi_{p 0}$. It follows from lemma 4.1 that $U(\mathrm{a}, 1)=U_{F}(\mathrm{a}, 1) \otimes U_{F}(\mathrm{a}, 1)$ has only one discrete eigenvector $\Psi_{0}=\Psi_{F 0} \otimes \Psi_{F 0}$. Now a second application of lemma 4.1 to the equation $U(\mathbf{a}, 1)=U_{a}(\mathbf{a}, 1) \otimes U_{b}(\mathbf{a}, 1)$ yields the result that the unique eigenvector $\Psi_{0}$ must be of the form $\Psi_{a 0} \otimes \Psi_{b 0}$. As we have seen above, this leads to a contradiction. Thus $R$ is not type I. Since the CCR's are incompatible with the existence of a relative trace function on $R, R$ is never type $I_{1}$. Thus we have proved

Theorem 4.2: For the representation of the CCR's described in theorem 4.1 the operator algebra $\mathbf{R}=\{U(f), V(g)\}^{\prime \prime}$ is a factor either of type $\mathrm{I}_{\boldsymbol{w}}$ or $\mathrm{III}_{\infty}$.

The decomposition of the representation into ir-
reducible representations can be obtained as follows. We first construct the representation in a slightly different way. On the space $V$ of test functions we define two operators $K, L$ by

$$
\begin{align*}
K & =(1+2 \rho)^{\frac{1}{2}}  \tag{4.23}\\
L & =[4 \rho(1+\rho) /(1+2 \rho)]^{\frac{1}{2}} \tag{4.24}
\end{align*}
$$

where $\rho$ is defined by Eq. (4.10). Then we define

$$
\begin{align*}
H & =H_{F} \otimes H_{F}  \tag{4.25}\\
U(f) & =U_{F}(K f) \otimes 1  \tag{4.26}\\
V(g) & =V_{F}\left(K^{-1} g\right) \otimes V_{F}(L g)  \tag{4.27}\\
\Psi_{0} & =\Psi_{F 0} \otimes \Psi_{F 0}  \tag{4.28}\\
U(\mathrm{a}, R) & =U_{F}(\mathrm{a}, R) \otimes U_{F}(\mathrm{a}, R) \tag{4.29}
\end{align*}
$$

By noting that $K^{2}=K^{-2}+L^{2}$, we see that

$$
\begin{equation*}
E_{\rho}(f, g)=\left(\Psi_{0}, U(f) V(g) \Psi_{0}\right) \tag{4.30}
\end{equation*}
$$

We omit the proof that $\Psi_{0}$ is a cyclic vector.
By lemma 2.4, $\left\{V_{F}(f)\right\}^{\prime \prime}$ is maximal abelian in $H_{p}$. Hence there is a spectral decomposition such that $H_{F}$ is a $L_{2}$ space with measure $\mu_{F}$ over a space $Z$ which is the algebraic dual of the space $V$ of test functions, $V_{F}(g)$ is multiplication by $e^{i(x, q)}, \chi \in Z$, and the cyclic vector $\Psi_{0}$ is the function $\Psi_{0}(\chi)=1$. $^{7,8}$ The measure $\mu_{F}$ is the normal distribution with unit variance, i.e. the restriction of $\mu_{F}$ to any finitedimensional subspace of $Z$ is the Gaussian measure

$$
\pi^{-n / 2} \exp -\left(x_{1}^{2}+\cdots+x_{n}^{2}\right) d x_{1} \cdots d x_{n}
$$

Using this decomposition for the second factor of $H_{F} \otimes H_{F}$ we obtain

$$
\begin{equation*}
E(f, g)=\int_{z} E_{\chi}(f, g) d \mu_{F}(\chi) \tag{4.31}
\end{equation*}
$$

where

$$
\begin{equation*}
E_{\chi}(f, g)=E_{F}\left(K f, K^{-1} g\right) e^{i\left(\chi, L_{\rho}\right)} \tag{4.32}
\end{equation*}
$$

defines an irreducible representation of the CCR's.

## Physical Significance of the Reducibility

If $W \in \mathbf{R}^{\prime}$ is unitary, then all operators in $\mathbf{R}$ have the same expectation value in $W \Psi$ as in $\Psi$. If $\mathbf{R}=\{U(f), V(g)\}^{\prime \prime}$ contains all observables, then $\Psi$ and $W \Psi$ are physically indistinguishable. We would like to understand, at least intuitively, what the $W \Psi$ are. Recall that for the ground state representations, $\mathbf{R}^{\prime}=\left\{a, a^{*}\right\}^{\prime \prime}$, where the operators $a, a^{*}$ could be interpreted as the annihilation and creation operators for zero-momentum particles. In the same way, one can understand the reducibility
of the representations for discrete momentum distributions defined by Eq. (4.4). These representations are a direct integral of inequivalent irreducible representations obtained from the Fock representation by the transformation

$$
\begin{equation*}
\psi_{F}(\mathbf{x}) \rightarrow \psi(\mathbf{x})=\psi_{F}(\mathbf{x})+\sum_{i} e^{i \theta_{i}} e^{i \mathbf{k}_{i}+\rho_{j}^{\frac{z}{i}}} . \tag{4.33}
\end{equation*}
$$

However we do not yet understand the intuitive reason for the change in the mathematical structure of R when the momentum distribution becomes continuous.

While the occurence of representations other than type I was hardly anticipated, it is not clear that one can ascribe any particular significance to this fact. It should be noted that, in the general theory of group representations, the primary representations play a role similar to that of the irreducible representations in the type I case. Namely it is known that any type I representation of a separable locally compact group has a unique decomposition into irreducible representations. ${ }^{21}$ The generalization of this theorem to arbitrary representations yields a direct integral decomposition into primary representations. ${ }^{22}$ However the physical significance of this fact is, to say the least, not very clear.

The mathematical structure of the representation, as we have constructed it, is rather suggestive. Eq. (4.17) indicates that $\psi(f)$ can be interpreted as the sum of an annihilation operator on the first space (or first kind of particle) and a creation operator on the second space (or second kind of particle). This immediately brings to mind the particle-antiparticle description in elementary particle physics. It should also be noted that the operators $\bar{U}(f)$, $\bar{V}(g)$ defined by Eqs. (4.20-21) which commute with $U(f), V(g)$ and, together with $U(f), V(g)$ are irreducible, give a representation of the CCR's unitary equivalent to $U(f), V(g)$. However we do not understand the significance of these remarks.

## The Number Density Operator

According to lemma 2.6 it is sufficient to consider the cyclic vector $\Psi_{0}$. Let $f_{n}$ be a complete set of functions for the volume $V$. Using Eqs. (4.17-18) we have
$N\left(f_{n}\right) \Psi_{0}=\psi_{P}^{*}\left([1+\rho]^{\frac{1}{2}} f_{n}\right) \Psi_{F 0}$

$$
\begin{equation*}
\otimes \psi \psi F\left(\rho^{\frac{1}{2}} f_{n}\right) \Psi_{F_{0}}+\left(f_{n}, \rho f_{n}\right) \Psi_{0} \tag{4.34}
\end{equation*}
$$

Now

$$
\begin{equation*}
\sum_{n}\left(f_{n}, \rho f_{n}\right)=\int d \mathbf{k} \rho(\mathbf{k}) \sum_{n}\left|\hat{f}_{n}(\mathbf{k})\right|^{2} . \tag{4.35}
\end{equation*}
$$

[^55]Consider the function

$$
g_{\mathrm{k}}(\mathrm{x})= \begin{cases}e^{-i \mathrm{k} \cdot \mathrm{x}} & \mathrm{x} \in V  \tag{4.36}\\ 0 & \mathrm{x} \text { not in } V\end{cases}
$$

Then $\boldsymbol{f}_{\boldsymbol{n}}(\mathbf{k})=\left(g_{\mathbf{k}}, f_{n}\right)$ and, by Parseval's formula, we have

$$
\begin{equation*}
\sum_{n}\left|\tilde{f}_{n}(\mathbf{k})\right|^{2}=\left\|g_{\mathbf{k}}\right\|^{2}=V \tag{4.37}
\end{equation*}
$$

Thus

$$
\begin{equation*}
\sum_{n}\left(f_{n}, \rho f_{n}\right)=\rho V \tag{4.38}
\end{equation*}
$$

where

$$
\begin{equation*}
\rho=\int d \mathbf{k} \rho(\mathbf{k}) \tag{4.39}
\end{equation*}
$$

It follows that

$$
\begin{equation*}
N_{V} \Psi_{0}=\sum_{n} N\left(f_{n}\right) \Psi_{0}=\chi_{V}+\rho V \Psi_{0} \tag{4.40}
\end{equation*}
$$

where

$$
\begin{align*}
\left\|\chi_{V}\right\|^{2} & =\sum_{n, m}\left(f_{n},[1+\rho] f_{m}\right)\left(f_{n}, \rho f_{m}\right) \\
& =\sum_{n}\left(f_{n},\left[\rho+\rho^{2}\right] f_{n}\right)=(\rho+\sigma) V \tag{4.41}
\end{align*}
$$

and

$$
\begin{equation*}
\sigma=\int d \mathbf{k}^{2}(\mathbf{k}) \tag{4.42}
\end{equation*}
$$

is finite for those $\rho(\mathbf{k})$ of interest. Thus

$$
\begin{equation*}
\left\|V^{-1} x_{v}\right\|=(\rho+\sigma)^{\frac{1}{2}} V^{-\frac{1}{2}} \tag{4.43}
\end{equation*}
$$

and we obtain

$$
\begin{equation*}
\lim _{V \rightarrow \infty} V^{-1} N_{V} \Psi_{0}=\rho \Psi_{0} \tag{4.44}
\end{equation*}
$$

To obtain the momentum distribution of the particles, assume the region $V$ is rectangular and choose the $f_{n}(\mathbf{x})$ to be eigenfunctions of the operator $i \nabla$ with periodic boundary conditions. The number operator $N\left(V, \mathbf{k}_{1}, \mathbf{k}_{2}\right)$ for the number of particles in the volume $V$ with momenta in the interval ( $\mathbf{k}_{1}, \mathbf{k}_{2}$ ) is then given by

$$
N\left(V, \mathbf{k}_{1}, \mathbf{k}_{2}\right)=\sum_{\mathbf{n}} N\left(f_{n}\right),
$$

where the sum includes only those values of $n$ such that the eigenvalue to which $f_{n}(\mathbf{x})$ belongs is in ( $\mathbf{k}_{1}, \mathbf{k}_{2}$ ). We have

$$
\begin{equation*}
N\left(V, \mathbf{k}_{1}, \mathbf{k}_{2}\right) \Psi_{0}=\Phi_{V}+\sum_{n}\left(f_{n}, \rho f_{n}\right) \Psi_{0} \tag{4.45}
\end{equation*}
$$

Since $V^{-1} \sum_{n}\left|f_{n}(\mathbf{k})\right|^{2}$ is uniformly bounded by one
and
$\lim _{\mathbf{v} \rightarrow \infty} V^{-1} \sum_{n}\left|\tilde{f}_{n}(\mathbf{k})\right|^{2}=\left\{\begin{array}{l}1 \text { if } \mathbf{k} \in\left(\mathbf{k}_{1}, \mathbf{k}_{2}\right) \\ 0 \text { if } \mathbf{k} \operatorname{not} \text { in }\left[\mathbf{k}_{1}, \mathbf{k}_{2}\right],\end{array}\right.$
we have
$\lim _{\mathbf{v} \rightarrow \infty} V^{-1} \sum_{n}\left(f_{n}, \rho f_{n}\right)=\rho\left(\mathbf{k}_{1}, \mathbf{k}_{2}\right) \equiv \int_{\mathbf{k}_{1}}^{\mathbf{k}_{2}} d \mathbf{k} \rho(\mathbf{k})$.
The same argument that led to Eq. (4.43) can be used to obtain

$$
\begin{equation*}
\left\|V^{-1} \Phi_{V}\right\|=O\left(V^{-\frac{1}{2}}\right) \tag{4.48}
\end{equation*}
$$

Thus we have

$$
\begin{equation*}
\lim _{V \rightarrow \infty} V^{-1} N\left(V, \mathbf{k}_{1}, \mathbf{k}_{2}\right) \Psi_{0}=\rho\left(\mathbf{k}_{1}, \mathbf{k}_{2}\right) \Psi_{0}, \tag{4.49}
\end{equation*}
$$

which is the desired result.
In view of definition 2.1, the above argument is unsatisfactory in that we have used the unbounded operators $N_{V}$, etc. rather than the unitary operators $e^{i \lambda N v}$, etc. It seems very likely that the unitary operators have the desired values, but we have not done the necessary calculations.

## The Hamiltonian

For the free Bose gas in a finite box, the timedependent field $\psi(f, t)$ satisfies the equation

$$
\begin{equation*}
\psi(f, t)=\psi\left(f_{t}\right) \tag{4.50}
\end{equation*}
$$

where

$$
i \partial f_{t} / \partial t=-(\Delta / 2 m) f_{t}(\mathbf{x}),
$$

and

$$
f_{t-0}=f
$$

Clearly the operator

$$
\begin{equation*}
U(t)=U_{F}(t) \otimes U_{F}(t)^{*} \tag{4.51}
\end{equation*}
$$

satisfies

$$
\begin{equation*}
U(t) \psi(f) U^{-1}(t)=\psi(f, t), \tag{4.52}
\end{equation*}
$$

or an equivalent commutation relation with $U(f) V(g)$, and

$$
\begin{equation*}
U(t) \Psi_{0}=\Psi_{0} . \tag{4.53}
\end{equation*}
$$

Since $\Psi_{0}$ is cyclic for R, Eqs. (4.52-53) uniquely determine $U(t)$.

For the ground-state representation where $H_{V} \Psi_{0}=0$, we saw that the infinitesimal generator of the time displacements was given by

$$
H=\lim _{V \rightarrow \infty} H_{V}
$$

provided one chose the appropriate formal expression for $H_{V}$. In the present case the state $\Psi_{0}$ obviously has an infinite total energy. This might lead one to to expect that

$$
H=\lim _{V \rightarrow \infty}\left[H_{V}-\left(\Psi_{0}, H_{V} \Psi_{0}\right)\right]
$$

i.e. a renormalization. This is not the case. In fact we now prove that the operators $U(t)$ and $U(\mathrm{a}, R)$ are not functions of the field operators.

Lemma 4.3: $U(t), U(\mathrm{a}, R)$ do not belong to $\mathbf{R}=\{U(f), V(g)\}^{\prime \prime}$.

Proof: $U(t), U(\mathbf{a}, R)$ do not commute with $\bar{U}(f)$, $\bar{V}(g)$ which belong to $\mathbf{R}^{\prime}$ [see Eqs. (4.20-22)]. QED.

## Macroscopic Occupation of the Ground State

We now consider the representation of the CCR's defined by Eq. (4.9). The following construction is a straightforward synthesis of Eqs. (3.15-19) and (4.11-15).

$$
\begin{align*}
H= & H_{P} \otimes H_{F} \otimes M,  \tag{4.54}\\
U(f)= & U_{F}\left([1+\rho]^{\frac{1}{j}} f\right) \otimes U_{P}\left(\rho^{\frac{1}{3}} f\right) \\
& \otimes \exp \left[i\left(2 \rho_{0}\right)^{\frac{1}{2}} A \tilde{f}(0)\right],  \tag{4.55}\\
V(g)= & V_{F}\left([1+\rho]^{\frac{1}{k}} g\right) \otimes V_{F}\left(-\rho^{\frac{1}{2}} g\right) \\
& \otimes \exp \left[i\left(2 \rho_{0}\right)^{\frac{1}{2}} B \tilde{g}(0)\right],  \tag{4.56}\\
\Psi_{0}= & \Psi_{F_{0}} \otimes \Psi_{F 0} \otimes \Phi_{0},  \tag{4.57}\\
U(\mathrm{a}, R)= & U_{F}(\mathrm{a}, R) \otimes U_{F}(\mathbf{a}, R) \otimes 1,  \tag{4.58}\\
U(t)= & U_{F}(t) \otimes U_{F}(t)^{*} \otimes 1 . \tag{4.59}
\end{align*}
$$

To prove that $\Psi_{0}$ is cyclic for $\mathrm{R}=\{U(f), V(g)\}^{\prime \prime}$ it suffices to show that R contains $1 \otimes 1 \otimes A$ and $1 \otimes 1 \otimes B$ (recall proof of cyclicity for the groundstate representation). To do this, consider the functions $f_{d}(x)$ whose Fourier transforms are

$$
\begin{equation*}
\tilde{f}_{s}(\mathbf{k})=(2 \pi)^{-1} \theta(s-k) \tag{4.60}
\end{equation*}
$$

where

$$
\theta(x)=\left\{\begin{array}{lll}
1 & \text { if } & x>0 \\
0 & \text { if } & x<0
\end{array}\right.
$$

Then

$$
\begin{equation*}
\lim _{s \rightarrow 0}\left\|\rho^{\frac{1}{f}} f_{s}\right\|=0 \tag{4.61}
\end{equation*}
$$

and

$$
\begin{equation*}
\lim _{s \rightarrow 0} \left\lvert\,\left[[1+\rho]^{\frac{1}{2}} f_{s}| |=0\right.\right. \tag{4.62}
\end{equation*}
$$

but

$$
\begin{equation*}
f_{s}(0)=1 . \tag{4.63}
\end{equation*}
$$

Hence by lemma 2.3,

$$
\begin{equation*}
\lim _{t \rightarrow 0} U\left(f_{s}\right)=1 \otimes 1 \otimes \exp \left[i\left(2 \rho_{0}\right)^{\frac{1}{2}} A\right], \tag{4.64}
\end{equation*}
$$

and $R$ contains $1 \otimes 1 \otimes A$. Similarly one can show that $\mathbf{R}$ contains $1 \otimes 1 \otimes B$.

The decomposition of the ground-state representation into a direct integral of irreducible representations has an obvious analog here. Namely the representation is a direct integral of primary (or factor) representations defined by

$$
\begin{align*}
H_{\theta}= & H_{F} \otimes H_{P},  \tag{4.65}\\
\Psi_{\theta 0}= & \Psi_{P 0} \otimes \Psi_{F 0},  \tag{4.66}\\
U_{\theta}(f)= & U_{F}\left([1+\rho]^{\frac{1}{f}} f\right) \otimes U_{P}\left(\rho^{\frac{1}{f}} f\right) \\
& \quad \times \exp \left[i\left(2 \rho_{0}\right)^{\frac{1}{2}} \tilde{f}(0) \sin \theta\right],  \tag{4.67}\\
V_{\theta}(g)= & V_{F}\left([1+\rho]^{\frac{1}{2}} g\right) \otimes V_{F}\left(-\rho^{\frac{1}{2}} g\right) \\
& \quad \times \exp \left[i\left(2 \rho_{0}\right)^{\frac{1}{g}} \tilde{g}(0) \cos \theta\right],  \tag{4.68}\\
U_{\theta}(\mathrm{a}, R)= & U_{F}(\mathbf{a}, R) \otimes U_{F}(\mathbf{a}, R),  \tag{4.69}\\
U_{\theta}(t)= & U_{P}(t) \otimes U_{F}(t)^{*}, \tag{4.70}
\end{align*}
$$

where $0 \leq \theta \leq 2 \pi$. Thus the representation is a direct integral of inequivalent primary representations with multiplicity one.

These primary representations are related to the representation with $\rho_{0}=0$ just as the ground-state representations are related to the Fock representation. That is, if the subscript $\rho^{\prime}$ refers to the representation with no macroscopic occupation of the ground state, then the above irreducible representations are given by

$$
\begin{equation*}
\psi_{\theta}(x)=\psi_{\rho} \cdot(x)+e^{i \theta} \rho_{0}^{\frac{1}{2}} . \tag{4.71}
\end{equation*}
$$

These representations can be labelled by the average field strengths. Consider the operator $U_{\theta}\left(\chi_{v}\right)$ where $\chi_{v}(\mathbf{x})=V^{-1}, \mathbf{x} \in V$. We have

$$
\begin{equation*}
\lim _{V \rightarrow \infty}\left\|\rho^{\frac{3}{2}} \chi_{V}\right\|=0 \tag{4.72}
\end{equation*}
$$

and

$$
\begin{equation*}
\lim _{V \rightarrow \infty}\left\|[1+\rho]^{\frac{1}{x}} \chi_{V}\right\|=0 \tag{4.73}
\end{equation*}
$$

It then follows from lemma 2.3 that

$$
\begin{equation*}
\lim _{v \rightarrow \infty} U_{\theta}\left(\chi_{v}\right)=\exp \left[i\left(2 \rho_{0}\right)^{\left.\frac{1}{j} f(0) \sin \theta\right], ~}\right. \tag{4.74}
\end{equation*}
$$

and similarly for $V_{\theta}\left(\chi_{\tau}\right)$. Thus we have

$$
\begin{equation*}
\left\langle\psi_{\theta}\right\rangle=\lim _{V \rightarrow \infty} V^{-1} \int_{V} d \mathbf{x} \psi(\mathbf{x})=e^{i \theta} \rho_{0}^{\frac{1}{2}} \tag{4.75}
\end{equation*}
$$

Since $\left\langle\psi_{\theta}\right\rangle$ is a unitary invariant, this proves the inequivalence of the representations belonging to different values of $\theta$. These results may be summed up as follows.

Theorem 4.3: The functional $E(f, g)$ of Eq. (4.9) defines a cyclic representation of the CCR's. This representation is a direct integral of inequivalent primary representations $U_{\theta}(f), V_{\theta}(g)$ where $0 \leq \theta \leq 2 \pi$.

The proof that a number density operator exists, and that the representation does describe a system of particles with the distribution $\rho(\mathbf{k})$ in momentum space, etc. is similar to the discussion for the ground state representations (just replace the Fock representation by the representation of Theorem 4.1). We therefore omit the proofs.

## 5. DENSITY MATRIX FOR THE INFINITE FREE BOSE GAS

The first step in a theory of the statistical mechanics of an infinite system would seem to be the construction of a suitable density matrix. We give first a plausible argument that to each value of temperature $\beta$ and chemical potential $\mu$ there corresponds an inequivalent representation of the CCR's. A systematic (but not necessarily unambiguous) method for constructing the algebra of observables is presented. The discussion of the density matrix is then based on a consideration of expectation values of observable quantities.

Consider a finite system described by a thermal ensemble $\sigma(\beta, \mu)$. A physical quantity is obtained by averaging the corresponding observable $X$ over the ensemble, i.e. by computing Trace $X \sigma /$ Trace $\sigma$. Since the eigenstates of the energy operator can be chosen as products of single-particle states with definite energy and momenta, the calculation involves evaluating the expectation value of the operator $X$ in a state with $n_{1}$ particles of momentum $\mathbf{k}_{1}, n_{2}$ particles of momentum $\mathbf{k}_{2}$, etc. If there is no condensation (no macroscopic occupation of the zero-momentum state) then, as the volume of the box gets very large, most of the states in the ensemble will have essentially the same distribution in momentum space. Thus in the limit $V \rightarrow \infty$, a single momentum distribution $\rho(\mathbf{k}, \beta, \mu)$ prevails. Since the inequivalent representations of the CCR's which we constructed are labeled by the density distribution $\rho(\mathbf{k})$ in momentum space, this suggests that to each value of the chemical potential $\mu$ and temperature $\beta$ there is associated an inequivalent representation of the

CCR's-namely that representation belonging to $\rho(\mathbf{k})=\rho(\mathbf{k}, \beta, \mu)$.

These qualitative arguments are confirmed by a calculation of the expectation value of the operator $U(f) V(g)$ over the grand canonical ensemble. The result of this calculation, which is given in appendix 1 , is that

$$
\begin{align*}
& \lim _{v \rightarrow \infty} \frac{\text { Trace } U(f) V(g) \exp (\beta \mu N-\beta H)}{\operatorname{Trace} \exp (\beta \mu N-\beta H)} \\
&= E_{P}(f, g) \exp \left\{-\frac{1}{2} \int \frac{d \mathbf{k}}{(2 \pi)^{3}} \frac{\exp \left(\beta \mu-\beta E_{b}\right)}{1-\exp \left(\beta \mu-\beta E_{k}\right)}\right. \\
&\left.\times\left[|\tilde{f}(\mathbf{k})|^{2}+|\tilde{g}(\mathbf{k})|^{2}\right]\right\}, \tag{5.1}
\end{align*}
$$

where $E_{k}=k^{2} / 2 m$. Thus the limit of the ensemble average of the operator $U(f) V(g)$ is correctly given by its expectation value in the cyclic state $\Psi_{0}$ in the representation belonging to

$$
\begin{equation*}
\rho(\mathbf{k}, \beta, \mu)=(2 \pi)^{-3}\left[\exp \left(\beta E_{k}-\beta \mu\right)-1\right]^{-1} . \tag{5.2}
\end{equation*}
$$

When there is condensation the fluctuations in momentum space do not approach zero as $V \rightarrow \infty$. If one uses the grand canonical ensemble to describe the finite system, macroscopic fluctuations will occur only in the zero-momentum state. Thus one would expect the ensemble average of $U(f) V(g)$ to approach an integral over $\rho_{0}$ (the density of particles in the zero-momentum state) of the $E(f, g)$ of Eq. (4.9). The calculation of the ensemble average when there is condensation present is complicated by the fact that $\mu=0$ for the limit of an infinite volume. If one carries out the calculation for zero temperature and lets $\mu \rightarrow 0$ as $V \rightarrow \infty$ so that the total particle density $\rho$ remains constant, then one obtains

$$
\begin{align*}
& E(f, g ; \rho, \beta=\infty) \\
& =\int d r(r / \rho) \exp \left(-r^{2} / 2 \rho\right) E_{r}(f, g) \tag{5.3}
\end{align*}
$$

where
$E_{r}(f, g)=E_{P}(f, g) J_{0}\left\{\left[2 r\left(\tilde{f}(0)^{2}+\tilde{g}(0)^{2}\right)\right]^{\frac{1}{2}}\right\}$.
It seems likely that if the macrocanonical ensemble were used, the limit of the ensemble average of $U(f) V(g)$ would just be $E_{\rho}(f, g)$.
Thus the limit of the ensemble average of $U(f) V(g)$ is equal to the expectation value of $U(f) V(g)$ in the cyclic state $\Psi_{0}$ in the appropriate representation. However, this does not necessarily imply that the thermal ensemble for the infinite free Bose gas should be a pure state. First, the algebra R may be reducible (cf. criterion for pure state, below). Second, it is not clear which operators are observables for
the infinite system. Third, the fact that the expectation value of $U(f) V(g)$ approaches a limit does not necessarily imply the convergence of different functions of the field operators.

In order to discuss the thermal ensemble for an infinite system, we must adopt a convenient criterion as to whether a given physical state $\Psi$ is a pure state or a mixture. Consider the positive linear functional ( $\Psi, X \Psi$ ) defined on the algebra of observables $\mathfrak{A}$ as the expectation value of the observable $X$ in the state $\Psi$. Then the state $\Psi$ is a pure state if and only if it is impossible to write ( $\Psi, X \Psi$ ) as a convex linear combination of two distinct positive linear functionals. This is equivalent to saying that $\Psi$ is pure if and only if $\mathfrak{A}$ is irreducible on $\overline{\mathfrak{A} \Psi}$ (the subspace spanned by all $X \Psi, X \in \mathfrak{Y})$.

## The Algebra of Observables

In order to apply these remarks, one must first decide which operators are observables. For the finite system the algebra $\mathbf{R}=\left\{U_{F}(f), V_{F}(g)\right\}^{\prime \prime}$ is irreducible, but the algebra of observables $\mathfrak{M}$ is not. (In fact, $\mathfrak{A}=\{N\}^{\prime}$, see discussion of the Fock representation in Sec. 2.) We indicate here a systematic method for constructing the algebra of observables. Although not unambiguous, it is mathematically rigorous. As in the case of the CCR's, we shall use unitary operators in order to avoid any difficulties due to unbounded operators.

We consider a class of Hermitian operators $K$ on the space of $L_{2}$ functions as follows. Let $n$ be any positive integer, $f_{1} \cdots f_{n}$ be any orthonormal set of functions in the space $\mathcal{S}$ of Schwartz, ${ }^{9}$ and $\lambda_{1} \cdots \lambda_{n}$ any set of real numbers. The operator

$$
\begin{equation*}
K=\sum_{i=1}^{n} \lambda_{i}\left(f_{i} \otimes f_{i}^{*}\right) \tag{5.5}
\end{equation*}
$$

is defined by

$$
\begin{equation*}
K g=\sum_{i=1}^{n} \lambda_{i}\left(f_{i}, g\right) f_{i}, \quad g \in L_{2} \tag{5.6}
\end{equation*}
$$

The set of all such Hermitian operators $K$ will be denoted here by $\mathfrak{F}$. We then define a unitary operator $\exp \left[i Q_{F}(K)\right]$ on the Hilbert space of the Fock representation by
$\exp \left[i Q_{F}(K)\right] \psi_{F}^{*}\left(f_{1}\right) \cdots \psi_{F}^{*}\left(f_{n}\right) \Psi_{F O}$

$$
\begin{equation*}
=\psi_{F}^{*}\left[e^{i K} f_{1}\right] \cdots \psi_{F}^{*}\left[e^{i K} f_{n}\right] \Psi_{p_{0}}, \tag{5.7}
\end{equation*}
$$

and

$$
\begin{equation*}
\exp \left[i Q_{F}(K)\right] \Psi_{p_{0}}=\Psi_{P_{0}} \tag{5.8}
\end{equation*}
$$

The self-adjoint generator is given by ${ }^{23}$

$$
\begin{equation*}
Q_{F}(K)=\sum_{i=1}^{n} \lambda_{i} \psi_{F}^{*}\left(f_{i}\right) \psi_{F}\left(f_{i}^{*}\right) . \tag{5.9}
\end{equation*}
$$

We now prove that the von Neumann algebra

$$
\begin{equation*}
\mathbf{Q}_{F}=\left\{\exp \left[i Q_{F}(K)\right]\right\}^{\prime \prime} \tag{5.10}
\end{equation*}
$$

is the algebra of observables for the finite system.
Lemma 5.1: Given the Fock representation for the volume $V$ with total number operator $N$, then $\mathbf{Q}_{p}=\{N\}^{\prime}$.

Proof: Since the $\exp \left[i Q_{P}(K)\right]$ do not change particle number we have $\mathbf{Q}_{F} \subset\{N\}^{\prime}$. Hence the subspace $H_{p}^{*}$ with fixed particle number $n$ is invariant under $\mathbf{Q}_{F}$. It remains only to show that $\mathbf{Q}_{F}$ is irreducible on $H_{F}^{n}$. To prove this we will use the fact that if $\Psi$ is a cyclic vector for a von Neumann algebra $\mathbf{A}$, and if the projection on $\Psi$ is in $A$, then $\mathbf{A}$ is irreducible.

Let $K_{n}(\mathbf{x}, \mathbf{y})=t \sum_{i=1}^{n} f_{i}(\mathbf{x}) f_{i}(\mathbf{y})$ where $f_{i}$ is a set of real functions in $\delta$ forming a basis of $L_{2}(V)$. Then

$$
\exp (i t N)=\lim _{n \rightarrow \infty} \exp \left[i Q_{F}\left(K_{n}\right)\right]
$$

It follows that the projection operator $E_{n}$ onto $H_{F}^{n}$ is in $\mathbf{Q}_{P}$. Since $Q_{F}(K) E_{n}$ is bounded it is in $\mathbf{Q}_{F}$. Now the projection operator onto $\psi_{P}^{*}\left(f_{1}\right)^{n} \Psi_{F 0}$ is

$$
\begin{aligned}
P_{n} & =(n!)^{-1} \psi_{F}^{*}\left(f_{1}\right)^{n} \psi_{F}\left(f_{1}\right)^{n} E_{n} \\
& =(n!)^{-1} \prod_{i=1}^{n}\left[Q_{F}\left(f_{1} \otimes f_{1}\right)-(n-j)\right] E_{n},
\end{aligned}
$$

which is in $\mathbf{Q}_{\boldsymbol{P}}$.
Now any vector $\Phi$ in $H_{F}^{n}$ can be written as

$$
\Phi=\sum_{\Sigma_{n_{i}=n}} C\left(n_{1}, n_{2} \cdots\right) \psi_{F}^{*}\left(f_{1}\right)^{n_{1}} \psi_{F}^{*}\left(f_{2}\right)^{n_{2}} \cdots \Psi_{P 0}
$$

By taking linear combinations with different $K(\mathbf{x}, \mathrm{y})$, $Q_{P}(K) E_{n}$ with non-Hermitian $K(\mathbf{x}, \mathbf{y})$ is also in $\mathbf{Q}_{\mathbf{P}}$. Since

$$
\begin{aligned}
(n!)^{-1}\left[\prod_{i=2}^{\infty} Q_{F}\left(f_{i} \otimes f_{1}\right)^{n_{i}}\right] & \psi_{F}^{*}\left(f_{1}\right)^{n} \Psi_{F 0} \\
& =\psi_{F}^{*}\left(f_{1}\right)^{n_{2}} \psi_{F}^{*}\left(f_{2}\right)^{n_{2}} \cdots \Psi_{F 0}
\end{aligned}
$$

[^56]it follows that $\psi_{P}^{*}\left(f_{1}\right)^{n} \Psi_{F 0}$ is a cyclic vector for $\mathbf{Q}_{P}$ in $H_{F}^{n}$. Hence $\mathbf{Q}_{F}$ is irreducible on $H_{F}^{n}$. QED.

It is at least plausible to assume that the algebra of observables for the infinite system is the limit, in some sense, of the algebra $\mathbf{Q}_{F}$ as the volume $V \rightarrow \infty$. We now show how the representations of the group $G$ of operators $e^{i K}$ can be studied by the same methods which we used for the representations of the CCR's. Since the discussion is very similar to that given in Sec. 2, we only sketch the details.

We have a map $e^{i K} \rightarrow e^{i Q(K)}$ from a group $G$ of operators on a space of complex test functions, into the unitary operators on a Hilbert space. From the Fock representation one obtains the multiplication rule
$\exp \left[i Q\left(K_{1}\right)\right] \exp \left[i Q\left(K_{2}\right)\right]$

$$
\begin{equation*}
=\exp \left[i Q\left(K_{1} \circ K_{2}\right)\right], \tag{5.11}
\end{equation*}
$$

where $\exp \left(i K_{1} \circ K_{2}\right)$ is defined by

$$
\begin{equation*}
\exp \left(i K_{1} \circ K_{2}\right)=\exp \left(i K_{1}\right) \exp \left(i K_{2}\right) \tag{5.12}
\end{equation*}
$$

Eq. (5.11) follows immediately from Eq. (5.7). Although $K_{1} \circ K_{2}$ defined by Eq. (5.12) is not unique, Eq. (5.11) holds for any choice. We now prove that if $K_{1}, K_{2} \in \mathfrak{F}$, then there exists some $K=K_{1} \circ K_{2}$ in $\mathcal{F}$. Since $\exp \left(i K_{1}\right) \exp \left(i K_{2}\right)$ is unitary, one may write it as $\exp (i K)$. Let

$$
K_{1}=\sum_{i=1}^{m} \lambda_{i} f_{i} \otimes f_{i}^{*} \quad \text { and } \quad K_{2}=\sum_{i=1}^{n} \mu_{i} g_{i} \otimes g_{i}^{*}
$$

and let $P$ be the projection on the subspace of $L_{2}$ spanned by $f_{i}$ and $g_{i}, i=1, \cdots m, j=1, \cdots n$. We easily see that $(1-P) \exp (i K)=\exp (i K)(1-P)=$ ( $1-P$ ), from which it follows that $K$ can be taken as an operator acting on the finite-dimensional subspace specified by $P$. Hence $K$ can be taken in $\mathcal{F}$. Incidentally, we also see by a similar proof that if $f \in L_{1}$ and $K \in \mathscr{F}$, then $e^{i K} f \in L_{1}$, which will be used later.

We also require the commutation relation of $\exp \left[i Q_{F}(K)\right]$ with $U_{F}(f) V_{F}(g)$. From the formulas

$$
\begin{gather*}
U_{F}(f) V_{F}(g)=\exp \left\{\left[i \psi_{P}^{*}(f)-\psi_{P}^{*}(g)\right] / \sqrt{2}\right\} \\
\times \exp \left\{\left[i \psi_{F}(f)+\psi_{F}(g)\right] / \sqrt{ } 2\right\} E_{F}(f, g),  \tag{5.13}\\
e^{i Q_{P}(K)} \psi_{F}^{*}(f) e^{-i Q_{F}(K)}=\psi_{P}^{*}\left(e^{i K_{f}} f\right), \tag{5.14}
\end{gather*}
$$

we obtain

$$
\begin{align*}
& \exp \left[i Q_{F}(K)\right] U_{F}(f) V_{F}(g) \exp \left[-i Q_{P}(K)\right] \\
& =U_{F}\left(f_{R}-g_{I}\right) V_{F}\left(g_{R}+f_{I}\right) \\
& \times \exp \left\{-i\left[(f, g)-\left(f_{R}-g_{I}, g_{R}+f_{I}\right)\right] / 2\right\}, \tag{5.15}
\end{align*}
$$

where

$$
\begin{align*}
& f_{R}(\mathbf{x})=\operatorname{Re}\left\{\left[e^{i K_{f}} f\right](\mathbf{x})\right\} \\
& =\operatorname{Re}\left\{f(\mathbf{x})+\int d \mathbf{y}\left[e^{i K}-1\right](\mathbf{x}, \mathbf{y}) f(\mathbf{y})\right\},  \tag{5.16}\\
& \quad f_{I}(\mathbf{x})=\operatorname{Im}\left\{\left[e^{i K} f\right](\mathbf{x})\right\} \tag{5.17}
\end{align*}
$$

Note that $e^{i K}-1$ can be considered as an integral operator and thus as a function of two variables $\mathbf{x}, \mathrm{y}$.

Since a representation of the CCR's with a cyclic vector $\Psi$ is uniquely determined by the functional

$$
E(f, g)=(\Psi, U(f) V(g) \Psi),
$$

this suggests that we consider the functional

$$
\begin{equation*}
E(K, f, g)=(\Psi, \exp [i Q(K)] U(f) V(g) \Psi) \tag{5.18}
\end{equation*}
$$

Using the multiplication and commutation rules for the operators $\exp [i Q(K)], U(f), V(g)$ one obtains a straightforward generalization of Lemma 2.1. However we shall not write down the positive definiteness condition on $E(K, f, g)$ here. For our present purposes, it is sufficient to note that any functional $E(K, f, g)$ obtained by a limiting process from functionals satisfying the positive-definiteness condition, is positive definite and therefore defines a representation of the operators $\exp [i Q(K)], U(f), V(g)$. Finally, we remark that Lemma 2.3 can also be extended to the functional $E(K, f, g)$.

## Zero-Temperature Case

We give first a heuristic discussion using the unbounded operators $\psi(f)$, in order to provide an intuitive understanding of the more systematic approach involving the unitary operators $e^{i \ell(K)}$.

The irreducible representations describing the infinite free Bose gas at zero temperature are related to the Fock representation by

$$
\begin{equation*}
\psi_{\theta}(x)=\psi_{F}(x)+e^{i \theta} \rho^{\frac{1}{2}} \tag{5.19}
\end{equation*}
$$

In our discussion of the physical significance of the reducibility (see Sec. 3), we noted that the operator

$$
\begin{equation*}
a=\int^{\oplus} e^{i \theta} d \theta / 2 \pi \tag{5.20}
\end{equation*}
$$

could be interpreted as an annihilation operator for zero-momentum particles. This suggests that we introduce a "renormalized" number operator $N_{r}$ in the Hilbert space $H=H_{F} \otimes M$ as follows. As a basis for $M$, we choose the functions

$$
\begin{equation*}
\Phi_{n}(\theta)=e^{-i n \theta}, \quad n=0, \pm 1, \pm 2, \cdots \tag{5.21}
\end{equation*}
$$

Define an operator $N_{0}$ on $M$ by

$$
\begin{equation*}
N_{0} \Phi_{n}=n \Phi_{n} . \tag{5.22}
\end{equation*}
$$

Let $N_{F}$ denote the total number operator for the Fock representation. Then a relative number operator for the infinite system is defined by

$$
\begin{equation*}
N_{r}=N_{F} \otimes 1+1 \otimes N_{0} \tag{5.23}
\end{equation*}
$$

that is, $N_{r}$ just gives the particle number relative to the state $\Psi_{0}=\Psi_{p_{0}} \otimes \Phi_{0}$.
The next step is to separate the Hilbert space $H=H_{F} \otimes M$ according to the relative particle number. The space $M$ is decomposed as

$$
\begin{equation*}
M=\sum_{k=-\infty}^{\infty} M_{k} \tag{5.24}
\end{equation*}
$$

where $M_{k}$ is the one-dimensional space containing $\Phi_{k} . H_{F}$ is decomposed according to $N_{F}$ as

$$
\begin{equation*}
H_{F}=\sum_{n=0}^{\infty} \oplus H_{F}^{n} \tag{5.25}
\end{equation*}
$$

[see Eq. (2.13)]. The desired decomposition of $H$ is then given by

$$
\begin{equation*}
H=\sum_{n=-\infty}^{\infty} H_{n} \tag{5.26}
\end{equation*}
$$

where

$$
\begin{equation*}
H_{n}=\sum_{k=0}^{\infty} \oplus H_{F}^{k} \otimes M_{n-k} \tag{5.27}
\end{equation*}
$$

It is clear that if one takes an observable quantity for the finite free Bose gas and makes the transition to the infinite system by means of the equation

$$
\begin{equation*}
Q(K)=\sum_{i=1}^{n} \lambda_{i} \psi^{*}\left(f_{i}\right) \psi\left(f_{i}^{*}\right), \tag{5.28}
\end{equation*}
$$

where

$$
K=\sum_{i=1}^{n} \lambda_{i} f_{i} \otimes f_{i}^{*}
$$

that each $H_{n}$ is invariant under the resulting operator (if it exists). Furthermore the algebra of observables obtained in this way is irreducible on each $H_{n}$ (this is perhaps not quite so obvious). We turn now to the systematic construction of the algebra of observables.

We will determine the representation of the operators $e^{i Q(K)}$ for the infinite free Bose gas at zero temperature by computing the functional $E(K, f, g)$. The analog of Eq. (3.3) is
$E_{V}(K, f, g)=\left(\Psi_{V}, e^{i \theta P(K)} U_{P}(f) V_{F}(g) \Psi_{V}\right)$.
By the same method used to derive Eq. (3.7) one obtains [use Eqs. (5.13-14) as well as (3.4-6)]

$$
\begin{align*}
E_{V}(K, f, g) & =L_{n}\left[\frac{1}{2}\left(g+i f, f_{V}\right)\right. \\
& \left.\times\left(e^{i K} g-i e^{i K} f, f_{V}\right) /\left(f_{V}, e^{i K} f_{v}\right)\right] \\
& \times\left(f_{V}, e^{i K} f_{V}\right)^{n} E_{r}(f, g) \tag{5.30}
\end{align*}
$$

where $n=\rho V$. Taking the limit $V \rightarrow \infty$ with $\rho$ held fixed we obtain

$$
\begin{align*}
& E(K, f, g)=J_{0}\left\{\left(2 \rho[\tilde{g}(0)+i \tilde{f}(0)]\left[\tilde{g}_{K}(0)-i \tilde{f}_{K}(0)\right]\right)^{\frac{1}{3}}\right\} \\
& \quad \times \exp \left\{\rho \int d \mathbf{x} d \mathbf{y}\left[e^{i K}-1\right](\mathbf{x}, \mathbf{y})\right\} E_{F}(f, g), \quad(5.31) \tag{5.31}
\end{align*}
$$

where $g_{K}=e^{i K} g$.
We now want to construct an operator $e^{i Q(K)}$ in the Hilbert space of the representation of theorem 3.1 such that

$$
E(K, f, g)=\left(\Psi_{0}, e^{i \theta(K)} U(f) V(g) \Psi_{0}\right) .
$$

The method of construction is suggested by Eqs. (5.19) and (5.28). On the basis of a formal calculation, we define the unitary operator $e^{i Q_{\theta}(K)}$ in $H_{F}$ as follows

$$
\begin{equation*}
e^{i \theta \theta(K)}=e^{i \theta P(K)} U(f) V(g) e^{i \gamma}, \tag{5.32}
\end{equation*}
$$

where the functions $f, g$ are obtained by applying the integral operators

$$
-i\left[\left(1-e^{-i K}\right) e^{i \theta}+\left(e^{i \tilde{K}}-1\right) e^{-i \theta}\right] / \sqrt{2},
$$

and

$$
\left[\left(e^{i \mathbb{R}}-1\right) e^{-i \theta}-\left(1-e^{-i K}\right) e^{i \theta}\right] / \sqrt{2},
$$

to the identity function $\chi(x)=1$, respectively, where $\widetilde{K}(\mathbf{x}, \mathbf{y})$ is the transposed matrix $K(\mathbf{y}, \mathbf{x})$, and $\gamma=\int d \mathbf{x} d \mathbf{y}\{[\sin K](\mathbf{x}, \mathbf{y})$

$$
\begin{aligned}
& +\frac{1}{4} e^{-2 i \theta}\left[\left(e^{i K}-1\right)\left(e^{i \bar{K}}-1\right)\right](\mathbf{x}, \mathbf{y}) \\
& \left.-\frac{1}{4} e^{2 i \theta}\left[\left(1-e^{-i \bar{K}}\right)\left(1-e^{-i K}\right)\right](\mathbf{x}, \mathbf{y})\right\}
\end{aligned}
$$

Thus we obtain a well-defined unitary operator

$$
\begin{equation*}
e^{i \theta(K)}=\int^{\oplus} e^{i \theta \theta(K)} d \theta / 2 \pi \tag{5.33}
\end{equation*}
$$

in $H=H_{P} \otimes M$. To verify that this is the desired operator, one can calculate the expectation value

$$
\begin{align*}
& \left(\Psi_{0}, e^{i \theta(K)} U(f) V(g) \Psi_{0}\right) \\
& \quad=\int\left(\Psi_{F_{0}}, e^{i \theta_{\theta}(K)} U_{\theta}(f) V_{\theta}(g) \Psi_{F 0}\right) d \theta / 2 \pi, \tag{5.34}
\end{align*}
$$

and show that it agrees with $E(K, f, g)$ given by Eq. (5.31). One can also verify the multiplication and commutation rules for $Q(K)$. That the infinitesimal generator of $e^{i((K)}$ is in fact

$$
\begin{align*}
Q(K)= & \sum_{i=1}^{n} \lambda_{i}\left[\psi_{F}^{*}\left(f_{i}\right) \otimes 1+1 \otimes e^{-i \theta} \tilde{f}_{i}(0) \rho^{\frac{1}{t}}\right] \\
& \times\left[\psi_{P}\left(f_{i}^{*}\right) \otimes 1+1 \otimes e^{i \theta} \tilde{f}_{i}(0)^{*} \rho^{\frac{1}{2}}\right] \tag{5.35}
\end{align*}
$$

where

$$
K=\sum_{i=1}^{n} \lambda_{i}\left(f_{i} \otimes f_{i}^{*}\right)
$$

can be proved by differentiation.
Clearly each subspace $H_{n}$ occurring in the decomposition of $H$ [see Eq. (5.27)] is invariant under

$$
\mathbf{Q}=\left\{e^{i \varphi(K)}\right\}^{\prime \prime}
$$

It remains to prove that $\mathbf{Q}$ is irreducible when restricted to $H_{n}$.

Lemma 5.3: $\left\{f: f \in L_{2} \cap L_{1}\right.$ and $\left.\tilde{f}(0)=0\right\}$ is dense in $L_{2}$.

Proof: Any function in the class $\mathbb{S}$ of Schwartz test functions, whose Fourier transform vanishes at the origin, is in the set under consideration. But the set of such functions in $\$$ are obviously dense in $L_{2}$. QED.

Lemma 5.4: $\mathbf{Q}=\left\{e^{i Q(K)}\right\}^{\prime \prime}$ is irreducible when restricted to $H_{n}$.

Proof: We again use the fact that if $\Psi$ is a cyclic vector for a von Neumann algebra A, and if the projection on $\Psi$ is in $\mathbf{A}$, then $\mathbf{A}$ is irreducible.
If $K(\mathrm{x}, \mathrm{y})=\sum f_{i}(\mathrm{x}) g_{i}(\mathrm{y})$ with $\tilde{f}_{i}(0)=\tilde{g}_{i}(0)=0$, then $\exp [i Q(K)]=\exp \left[i Q_{F}(K)\right]$. It follows from Lemma 5.3 that $\mathbf{Q}_{F} \subset \mathbf{Q}$. Hence $\mathbf{B}\left(H_{F}^{k}\right) \otimes 1 \subset \mathbf{Q}$. Now consider the restriction $\mathbf{Q}_{n}$ of $\mathbf{Q}$ to $H_{n}$. Then $\mathbf{B}\left(H_{F}^{k} \otimes M_{n-k}\right) \subset \mathbf{Q}_{n}$, and in particular the projection on $\Psi_{n}=\Psi_{F_{0}} \otimes \Phi_{n}$ is in $\mathbf{Q}_{n}$. Furthermore, if $\tilde{f}(0) \neq 0$, then $\exp [i Q(f \otimes f)] \Psi_{n}$ has a non-zero component in each $H_{F}^{k} \otimes M_{n-k}$, as one can show by direct calculation. [Note that $Q(f \otimes f)$ maps $H_{F}^{k} \otimes M_{n-k}$ onto $\left.H_{F}^{k+i} \otimes M_{n-k-i}, j=0, \pm 1.\right]$ Thus $\Psi_{n}$ is a cyclic vector for $Q_{n}$. It follows that Q restricted to $H_{n}$ is irreducible on $H_{n}$. QED.

For the operator $a$ of Eq. (5.18) we have $a H_{n}=$ $H_{n-1}$ and $a \in \mathbf{Q}^{\prime}$. Thus $H=L \otimes N$ where $L \sim H_{n}$ and $\mathbf{Q}=\mathbf{B}(L) \otimes 1$. Thus as far as the algebra of observables is concerned, the representation of Theorem 3.1 is a discrete direct sum of copies of a single irreducible representation. Of course the field operators $U(f), V(g)$ mix different $H_{n}$.

In constructing the infinite system, it is possible to obtain only $L$, and not $L \otimes N$. For this one considers only the operators $\exp [i Q(K)]$ instead of the $U(f) V(g)$, and uses the functional $E(K)=(\Psi$, $\exp [i Q(K)] \Psi)$. The space thus constructed is equivalent to the space $L$ because $L$ is generated from $\Psi_{0}$ by multiplication by operators in $\mathbf{Q}$. However the mathematical properties of the representation, such
as the irreducibility of $\mathbf{Q}$, are not so obvious from this approach.

However one constructs the infinite system, one obtains at most a direct sum of copies of a single irreducible representation of the algebra of observables. We therefore conclude that the ground state for the infinite free Bose gas is a pure state. This is not a trivial point. It is perhaps worth remarking that if one took $\mathrm{R}=\{U(f), V(g)\}^{\prime \prime}$ as the algebra of observables, then Eq. (3.27) would be the decomposition of the Hilbert space into coherent subspaces, and the physical state corresponding to $\Psi_{0}$ would be the impure state of all $\Psi_{F 0} \otimes \Phi, \Phi \in M$.

## Finite-Temperature Case

The mathematical structure of the representations is not so simple for the finite temperature case. We have not yet completed a systematic investigation of the algebra of observables. In the following we give a brief analysis using the operators $\psi(f)$.

We consider first the case where $T \geq T_{c}$ (the critical temperature for Bose-Einstein condensation). Then there is no macroscopic occupation of the zeromomentum state, and the representation of the CCR's is defined by Eqs. (4.11-15). Now Eq. (4.17) indicates that $\psi(f)$ can be interpreted as the sum of an annihilation operator for one kind of particle, and a creation operator for a second kind of particle (recall the discussion of the physical significance of the reducibility of the representation in Sec. 4). By analogy with Eqs. (5.19-27), this suggests that we introduce a relative number operator $N_{r}$ defined by

$$
\begin{equation*}
N_{r}=N_{F} \otimes 1-1 \otimes N_{F} \tag{5.36}
\end{equation*}
$$

That is, if one assigns particle number +1 to particles of the first kind, and particle number -1 to particles of the second kind, then $N_{r}$ is the particle number operator (in the sense of elementary particle theory).

The next step is to separate the Hilbert space $H=H_{P} \otimes H_{F}$ according to $N_{r}$. We define

$$
\begin{align*}
& H_{n}=\sum_{i=0}^{\infty} H_{F}^{i+n} \otimes H_{F}^{i} \quad \text { if } n \geq 0  \tag{5.37}\\
& H_{n}=\sum_{i=0}^{\infty} H_{F}^{j} \otimes H_{F}^{j-n} \quad \text { if } n<0 \tag{5.38}
\end{align*}
$$

Then we have

$$
\begin{equation*}
H=\sum_{n=-\infty}^{\infty} H_{n} \tag{5.39}
\end{equation*}
$$

and $N_{r}$ is just multiplication by $n$ on $H_{n}$. As we have
not calculated $E(K, f, g)$ we use Eq. (5.28) to define $Q(K) .{ }^{23}$

Let $Q$ be the von Neumann algebra associated with the unbounded operators $Q(K)$, i.e. the von Neumann algebra generated by the spectral projections of the $Q(K)$. Clearly each $H_{n}$ is invariant under $\mathbf{Q}$. One can show that the restriction $\mathbf{Q}_{n}$ of $\mathbf{Q}$ to $H_{n}$ coincides with the restriction $\mathrm{R}_{n}$ of R to $H_{n}$, and that $\mathbf{Q}_{n}$ is cyclic on $H_{n}$. Furthermore $\mathbf{Q}_{n}$ is clearly reducible on $H_{n}$. But whether or not it is a factor is not clear to us. In any case, the reducibility means that the state $\Psi_{0}$ is a mixture.

We add a few remarks concerning the rotation and displacement operator $U(\mathbf{a}, R)$ and the time displacement operator $U(t)$. Since $\mathbf{Q} \subset \mathbf{R}$, it follows from Lemma 4.3 that these operators are not observables if we take $\mathbf{Q}$ as the algebra of observables. The operator algebra generated by R and $U(\mathrm{a}, 0)$ is irreducible because the projection onto the vector $\Psi_{0}$ belongs to the algebra generated by $U(\mathrm{a}, 0)$, and $R$ is cyclic on $\Psi_{0}$. Similarly, the operator algebra generated by $\mathbf{Q}_{0}$ and $U(\mathrm{a}, R)$ restricted to $H_{0}$ is irreducible. Thus the conclusion that the thermal ensemble for the infinite free Bose gas is a mixture is only tentative.
For finite temperatures $T<T_{c}$ the representation of the CCR's is a direct integral of primary representations (i.e. representations in which the algebra $R$ is a factor) labelled by the average field strengths. This case may be analyzed by a straightforward combination of the methods used for $T=0$ and $T>T_{c}$. The result, subject to the ambiguities considered above, is that the thermal state is a mixture.

## Expectation Values of Observables

The preceding discussion of the algebra of observables is somewhat incomplete. One can, at least formally, construct the observables in the representation defined by the functional $E(f, g)$ by means of Eq. (5.28). However, it is not clear that each observable thus constructed will have the desired expectation value, ${ }^{23}$ although our discussion of the functional $E(K, f, g)$ indicates that this is true at least for the zero-temperature free Bose gas. We shall not attempt to settle this issue here. However, it should be pointed out that expectation values of products of the field operators $\phi(x)$ and $\pi(x)$ are at least formally given as functional derivatives of the expectation value of $U(f) V(g)$. This suggests that it is sufficient to consider the functional $E(f, g)$.

We will derive the particle density $\rho(\beta, \mu)$ and the energy density $h(\beta, \mu)$ directly from $E(f, g ; \beta, \mu)$
for the free Bose gas. The number operator for the volume $V$ is given by

$$
\begin{equation*}
N_{V}=\frac{1}{2} \sum_{i}\left[\phi\left(f_{i}\right)^{2}+\pi\left(f_{i}\right)^{2}-1\right] \tag{5.40}
\end{equation*}
$$

where the $f_{i}$ form a complete orthonormal set of real functions over the volume $V$. We have

$$
\begin{align*}
& \left\langle\phi\left(f_{i}\right)^{2}+\pi\left(f_{j}\right)^{2}-1\right\rangle \\
& =-\left.\left(\frac{d^{2}}{d x^{2}}+\frac{d^{2}}{d y^{2}}\right) E\left(x f_{i}, y f_{i} ; \beta, \mu\right)\right|_{x=y=0}-1 \\
& \quad=\int d \mathbf{k} \rho(\mathbf{k}, \beta, \mu)\left|f_{i}(\mathbf{k})\right|^{2} \tag{5.41}
\end{align*}
$$

where $\rho(\mathbf{k}, \beta, \mu)$ is given by Eq. (5.2). As we noted earlier, $\sum_{i}\left|\tilde{f}_{i}(\mathbf{k})\right|^{2}=V$, and thus

$$
\begin{equation*}
\rho(\beta, \mu)=\left\langle N_{V} / V\right\rangle=\int d \mathbf{k} \rho(\mathbf{k}, \beta, \mu) . \tag{5.42}
\end{equation*}
$$

The Hamiltonian for the volume $V$ is

$$
\begin{align*}
H_{V}=\frac{1}{4 m} \sum_{i} \sum_{i=1}^{3} & {\left[\phi\left(\nabla_{i} f_{i}\right)^{2}\right.} \\
& \left.+\pi\left(\nabla_{i} f_{i}\right)^{2}-\left\|\nabla_{i} f_{i}\right\|^{2}\right] . \tag{5.43}
\end{align*}
$$

Now

$$
\begin{align*}
\left\langle\phi\left(\nabla_{i} f_{j}\right)^{2}\right. & \left.+\pi\left(\nabla_{i} f_{j}\right)^{2}-\left\|\nabla_{i} f_{i}\right\|^{2}\right\rangle \\
= & -\left(\frac{d^{2}}{d x^{2}}+\frac{d^{2}}{d y^{2}}\right) E\left(x \nabla_{i} f_{i}\right. \\
& \left.\times y \nabla_{i} f_{i} ; \beta, \mu\right)\left.\right|_{x=y=0}-\left\|\nabla_{i} f_{i}\right\|^{2} \\
= & 2 \int d \mathbf{k} \rho(\mathbf{k}, \beta, \mu) k_{i}^{2}\left|\tilde{f}_{i}(\mathbf{k})\right|^{2} \tag{5.44}
\end{align*}
$$

Hence

$$
\begin{equation*}
h(\beta, \mu)=\left\langle H_{V} / V\right\rangle=\int d \mathbf{k} E(\mathbf{k}) \rho(\mathbf{k}, \beta, \mu) \tag{5.45}
\end{equation*}
$$

where $E(\mathbf{k})=k^{2} / 2 m$. Other thermodynamical quantities can be obtained from $\rho(\beta, \mu)$ and $h(\beta, \mu)$.

## 6. THE INTERACTING BOSE GAS

This section contains some qualitative remarks on the interacting case. We give a plausible argument that, for suitable Hamiltonians, an infinite system exists. We also indicate a possible method for determining the functional $E(f, g)$.

We restrict ourselves to physical systems which can be described thermodynamically. That is, we assume the Hamiltonian is such that $\beta p=$ $\lim _{V \rightarrow \infty} V^{-1} \log \mathcal{Q}_{V}$ (where $Q_{V}$ is the grand partition function for volume $V$ ) exists, etc. In classical statistical mechanics van Hove, ${ }^{24}$ and Yang and

[^57]Lee ${ }^{1}$ have proved the existence of this limit for certain Hamiltonians. A more rigorous and quite general proof has recently been given by Ruelle, ${ }^{25}$ who also considers the quantum mechanical case. In this paper we shall only attempt to make it plausible that certain limits, in which we are interested, exist.

Equation (5.1) suggests that we consider the functional

$$
\begin{equation*}
E(f, g ; \beta, \mu)=\lim _{V \rightarrow \infty}\langle U(f) V(g)\rangle_{V}, \tag{6.1}
\end{equation*}
$$

where

$$
\langle X\rangle_{V}=\lim _{V \rightarrow \infty} \frac{\text { Trace } X \exp (\beta \mu N-\beta H)}{\text { Trace } \exp (\beta \mu N-\beta H)}
$$

is the expectation value of the operator $X$ over the grand canonical ensemble for a system confined to a volume $V$. For fixed $f$ and $g, U(f) V(g)$ involves the field operators $\phi(\mathbf{x}), \pi(\mathbf{x})$ only for $\mathbf{x}$ in a fixed finite region (the support of the functions $f$ and $g$ ). Now the physical behavior of a system which can be described thermodynamically should approach a uniform limit as $V \rightarrow \infty$. In particular, as we remarked above, the pressure approaches a limiting value. One would expect that the expectation value of any operator referring to some fixed finite region should approach a limit as $V \rightarrow \infty$. It therefore seems very plausible on physical grounds that $\lim _{v \rightarrow \infty}\langle U(f) V(g)\rangle_{v}$ exists for suitably restricted Hamiltonians.

It is easy to see that if $E(f, g ; \beta, \mu)$ exists, it must satisfy the conditions of Lemma 2.1 and therefore defines a representation of the CCR's. Note that $\langle U(f) V(g)\rangle_{V}$ is a convex linear combination of terms of the form $(\Psi, U(f) V(g) \Psi)$. Since each term satisfies the conditions of Lemma 2.1, $\langle U(f) V(g)\rangle_{V}$ does also. It follows from continuity considerations that $E(f, g ; \beta, \mu)$ satisfies the conditions of Lemma 2.1.

Equation (6.1) which defines $E(f, g ; \beta, \mu)$ is not a practical method for calculating the functional. One possible method is to obtain a differential equation in the parameter $\beta$. At infinite temperatures one can neglect the interaction energy, and we have the initial condition

$$
\begin{align*}
& \left.E(f, g ; \beta, \mu)\right|_{\beta=0}=E_{F}(f, g) \\
& \quad \exp \left\{-\frac{1}{2} \int d \mathbf{x} e^{\alpha}\left(1-e^{\alpha}\right)^{-1}\left[f(\mathbf{x})^{2}+g(\mathbf{x})^{2}\right]\right\} . \tag{6.3}
\end{align*}
$$

From Eq. (6.1) we obtain ( $\alpha=\beta \mu$ )
$-(\partial / \partial \beta) E(f, g ; \beta, \alpha / \beta)$

$$
\begin{equation*}
=\lim _{V \rightarrow \infty}\left\langle\left\{H-\langle H\rangle_{V}\right\} U(f) V(g)\right\rangle_{\nabla} \tag{6.4}
\end{equation*}
$$

${ }^{25}$ D. Ruelle (to be published).

The right-hand side of this equation can be evaluated in terms of $E(f, g ; \beta, \alpha / \beta)$ as follows.

Let $\Phi_{i}$ be a complete orthonormal set of real functions for the volume $V$. The Hamiltonian for the volume $V$ is $H_{V}=H_{0 V}+H_{I V}$. The kinetic energy term $H_{0 v}$ is given by Eq. (5.43), and the interaction energy is
$H_{I V}=\frac{1}{2} \sum_{i, j, k, l} V_{i j, k l} \psi^{*}\left(\Phi_{i}\right) \psi^{*}\left(\Phi_{j}\right) \psi\left(\Phi_{k}\right) \psi\left(\Phi_{i}\right)$,
where $V_{i i, k l}=V_{i i, l k}$. Consider the functions

$$
\begin{align*}
& \bar{f}=f+\sum_{i} \sum_{k=1}^{3} x_{i k} \nabla_{k} \Phi_{i}  \tag{6.6}\\
& \tilde{g}=g+\sum_{i} \sum_{k=1}^{3} y_{i k} \nabla_{k} \Phi_{i} \tag{6.7}
\end{align*}
$$

where $x_{i k}, y_{i k}$ are real. We have

$$
\begin{align*}
\psi^{*}\left(\nabla_{k} \Phi_{j}\right) U(f) V(g) & =\frac{1}{\sqrt{2}}\left[-i \frac{\partial}{\partial x_{i k}}-\frac{\partial}{\partial y_{i k}}\right. \\
& \left.-i\left(\bar{f}, \nabla_{k} \Phi_{i}\right)\right] U(f) V(g)  \tag{6.8}\\
\psi\left(\nabla_{k} \Phi_{i}\right) U(f) V(g) & =\frac{1}{\sqrt{2}}\left[-i \frac{\partial}{\partial x_{i k}}+\frac{\partial}{\partial y_{i k}}\right. \\
& \left.+i\left(\bar{f}, \nabla_{k} \Phi_{i}\right)\right] U(f) V(g) \tag{6.9}
\end{align*}
$$

evaluated at $x_{i k}=y_{i k}=0$. Hence

$$
\begin{align*}
& \left\langle H_{O \nabla} U(f) V(g)\right\rangle=\frac{1}{4 m} \sum_{i} \sum_{k=1}^{3}\left[-i \frac{\partial}{\partial x_{i k}}\right. \\
& \left.\quad+\frac{\partial}{\partial y_{i k}}+i\left(\bar{f}, \nabla_{k} \Phi_{i}\right)\right] \\
& \times\left[-i \frac{\partial}{\partial x_{i k}}-\frac{\partial}{\partial y_{j k}}-i\left(\bar{f}, \nabla_{k} \Phi_{i}\right)\right] \\
& \quad \times\left. E(\bar{f}, \tilde{g} ; \beta, \mu)\right|_{x_{i k}=v_{i}=0} . \tag{6.10}
\end{align*}
$$

Similarly for $H_{I V}$, consider the functions

$$
\begin{align*}
& \bar{f}=f+\sum_{i} x_{i} \Phi_{i},  \tag{6.11}\\
& \bar{g}=g+\sum_{i} y_{i} \Phi_{i} . \tag{6.12}
\end{align*}
$$

Then one obtains

$$
\begin{aligned}
\left\langle H_{I V} U(f) V(g)\right\rangle & =\frac{1}{4} \sum_{i ; k i} V_{i \bar{i}, k l} \\
\times & {\left[-i \frac{\partial}{\partial x_{i}}+\frac{\partial}{\partial y_{i}}+i\left(\bar{f}, \Phi_{l}\right)\right] } \\
\times & {\left[-i \frac{\partial}{\partial x_{k}}+\frac{\partial}{\partial y_{k}}+i\left(\bar{f}, \Phi_{k}\right)\right] }
\end{aligned}
$$

$$
\begin{align*}
& \times\left[-i \frac{\partial}{\partial x_{i}}-\frac{\partial}{\partial y_{j}}-i\left(\bar{f}, \Phi_{i}\right)\right] \\
& \times\left[-i \frac{\partial}{\partial x_{i}}-\frac{\partial}{\partial y_{i}}-i\left(\bar{f}, \Phi_{i}\right)\right] \\
& \times\left. E(\bar{f}, \bar{g} ; \beta, \mu)\right|_{x_{i}=y_{i}=0} . \tag{6.13}
\end{align*}
$$

Formally we have

$$
\begin{align*}
& \langle H U(f) V(g)\rangle=\left\{-(4 m)^{-1} \int d \mathbf{x}\right. \\
& \times\left[\nabla \delta_{f(\mathbf{x})}+i \nabla \delta_{s(\mathbf{x})}-\nabla f(\mathbf{x})\right] \\
& \quad \cdot\left[\nabla \delta_{f(\mathbf{x})}-i \nabla \delta_{q(\mathbf{x})}+\nabla f(\mathbf{x})\right] \\
& \left.+\int d \mathbf{x} d \mathbf{y} V(\mathbf{x}-\mathbf{y}) F(\mathbf{x}, \mathbf{y})\right\} E(f, g ; \beta, \mu), \tag{6.14}
\end{align*}
$$

where

$$
\begin{align*}
F(\mathbf{x}, \mathbf{y})=\frac{1}{8}\left[\delta_{f(\mathbf{x})}\right. & \left.+i \delta_{g(\mathbf{x})}-f(\mathbf{x})\right] \\
& \times\left[\delta_{f(\mathbf{y})}+i \delta_{g(\mathbf{y})}-f(\mathbf{y})\right] \\
& \times\left[\delta_{f(\mathbf{x})}-i \delta_{g(\mathbf{x})}+f(\mathbf{x})\right] \\
& \times\left[\delta_{f(\mathbf{y})}-i \delta_{g(\mathbf{y})}+f(\mathbf{y})\right], \tag{6.15}
\end{align*}
$$

and

$$
\delta_{f(x)} \equiv \delta / \delta f(\mathrm{x})
$$

$\left\langle H_{\bar{\nu}}\right\rangle$ is obtained by setting $f=g=0$. Thus Eq. (6.4) is a linear differential equation for $E(f, g ; \beta, \mu)$. It is therefore possible that Eqs. (6.3) and (6.4) determine $E(f, g ; \beta, \mu)$.

For the free Bose gas $E(f, g ; \beta, \mu)$ is given by Eq. (5.1), and one can verify that Eq. (6.4) is satisfied. However the Bose-Einstein condensation presents special problems for a free Bose gas since $\mu=0$ for $T<T_{c}$. Thus we are unable to obtain by this method the functional describing the free Bose gas when condensation is present. This difficulty may not occur for an interacting Bose gas, since then $\mu \neq 0$ for all temperatures and densities. On the other hand, it seems probable that in the vicinity of a phase transition $E(f, g ; \beta, \mu)$ is two different analytic functionals of $\beta$. Thus the differential Eq. (6.4) may not work at a phase transition. To sum up, it is an open question whether or not Eqs. (6.3) and (6.4) determine $E(f, g ; \beta, \mu)$.

## 7. DISCUSSION OF RESULTS

Our approach to the many-body problem may be stated briefly as follows. By considering strictly infinite physical systems, we hope to attain some new insight into the behavior of many-body systems. In particular, we hope to obtain a new way of looking at the theory of condensation. We also hope that
such an investigation might lead to a new method for computing the thermodynamic functions, or to new soluble models of interest.
This paper contains the preliminary results obtained in this general program. It should be emphasized that these results form an extremely small step, and do not shed any light on the ultimate goal. We have chosen to begin the investigation by seeing whether or not any strictly infinite systems exist in the sense of formal quantum theory. The main content of this paper is that such systems do exist, this result being established by constructing representations of the CCR's describing a nonrelativistic infinite free Bose gas. From a strictly mathematical point of view, these representations are of some interest in themselves. From the point of view of physics, the situation is not clear. The existence or nonexistence of strictly infinite systems may be a rather pathological problem, containing nothing relevant to any practical approach to the many body problem.

We shall review briefly our results for the infinite free Bose gas. For the ground state or zero-temperature case, the representation of the field operators is a direct integral of inequivalent irreducible representations (labeled by the average field strengths). The reducibility of the representation is completely analogous to the degeneracy of the ground state in BCS theory. For finite temperatures $T>T_{c}$ (the critical temperature for Bose-Einstein condensation) the representation is a primary representation. That is, the algebra R of all functions of the field operators is a factor. We proved that $R$ was not a factor of type I (i.e. R is not isomorphic to the algebra of all bounded operators on a Hilbert space). For finite temperatures $T<T_{c}$, the representation is a direct integral of inequivalent primary representations (labeled by the average field strengths).

We gave a systematic, although not unambiguous, method for constructing the algebra of observables for the infinite system. For the ground-state case, $T=0$, the algebra of observables obtained in this way from the representation of the CCR's, is a discrete direct sum of copies of one irreducible representation. Thus the thermal ensemble is a pure state for $T=0$.

For the finite temperature case, the algebra of observables seems to decompose into a discrete direct sum of cyclic representations which are reducible. Thus the thermal ensemble for the infinite free Bose gas seems to be a mixture for $T>0$. This conclusion is only tentative since there is some ambiguity as to which operators are observables for the infinite
system. In particular, our approach leads to the result that the Euclidean transformation operator $U(\mathbf{a}, R)$ and the time displacement operator $U(t)$ do not belong to the algebra of observables for $T>0$. One would like to understand why the infinitesimal generators of these operators are not observables (or, perhaps, why our method of constructing the algebra of observables is incorrect).

It is interesting to note that the mathematical structure of the representation is quite different when condensation is present. But except for the zerotemperature case (and to some extent for $T<T_{c}$ ), we have not understood the physical significance of the mathematical structure of the representations. It seems essential to further progress that this point be cleared up. One can hardly expect to obtain any insight into the many-body problem without completely understanding the free Bose gas. Of course, even if a satisfactory theory of the infinite free Bose gas is achieved, it does not follow that a satisfactory theory for the interacting case exists.

In short, the present situation is that much work remains to be done before the usefulness of this approach can be evaluated.
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## APPENDIX 1. CALCULATION OF $E(f, g)$ FOR GRAND CANONICAL ENSEMBLE

In this appendix we compute the functional
$E(f, g)=\frac{\text { Trace } U(f) V(g) \exp (\beta \mu N-\beta H)}{\text { Trace } \exp (\beta \mu N-\beta H)}$
for the grand canonical ensemble, which is one of the most important states for considering the equilibrium properties of a system. Of course the canonical ensemble is also interesting, but it is more difficult to compute.

We consider a system in a finite box of volume $V$. The single-particle energy levels will be denoted by the index $j$, the corresponding normalized wavefunctions by $\Phi_{i}$, and the energy by $E_{i}$. Then $\Phi_{-i}(\mathbf{x})=\Phi_{i}(\mathbf{x})^{*}$ represents the state with opposite momenta, and $\Phi_{0}$ is the state with a constant wave-
function. The annihilation and creation operators $\psi\left(\Phi_{i}\right)$ and $\psi\left(\Phi_{i}\right)^{*}$ will be denoted by $a_{i}$ and $a_{i}^{*}$. For real $f(\mathbf{x}), g(\mathbf{x})$ we have

$$
\begin{align*}
& \phi(f)=(2 V)^{-\frac{1}{2}} \sum_{i}\left(f_{i} a_{i}+f_{i}^{*} a_{i}^{*}\right),  \tag{A2}\\
& \pi(g)=i(2 V)^{-\frac{1}{2}} \sum_{i}\left(g_{i}^{*} a_{i}^{*}-g_{i} a_{j}\right), \tag{A3}
\end{align*}
$$

where

$$
\begin{align*}
& f_{i}=V^{-\frac{1}{2}}\left(f, \Phi_{i}\right),  \tag{A4}\\
& g_{i}=V^{-\frac{1}{2}}\left(g, \Phi_{i}\right) . \tag{A5}
\end{align*}
$$

We have

$$
\begin{align*}
U(f)= & \prod_{i} \exp \left[i(2 V)^{\left.-\frac{1}{j} f_{i}^{*} a_{i}^{*}\right]}\right. \\
& \times \exp \left[i(2 V)^{\left.-\frac{1}{i} f_{i} a_{i}\right] \exp \left(-\left|f_{i}\right|^{2} / 4 V\right)}\right.  \tag{A6}\\
V(g)= & \prod_{i} \exp \left[-(2 V)^{-\frac{1}{3}} g_{i}^{*} a_{i}^{*}\right] \\
& \times \exp \left[(2 V)^{-\frac{1}{2}} g_{i} a_{i}\right] \exp \left(-\left|g_{i}\right|^{2} / 4 V\right) \tag{A7}
\end{align*}
$$

## Hence

$$
\begin{align*}
& U(f) V(g)=\prod_{i} \exp \left(-\delta_{i}^{*} a_{i}^{*}\right) \\
& \quad \times \exp \left(\delta_{i} a_{i}\right) \exp \left(-\gamma_{i}\right), \tag{A8}
\end{align*}
$$

where

$$
\begin{align*}
\hat{\delta}_{i} & =(2 V)^{-\frac{1}{2}}\left(i f_{i}+g_{i}\right)  \tag{A9}\\
\boldsymbol{\gamma}_{i} & =(4 V)^{-1}\left(\left|f_{i}\right|^{2}+\left|g_{i}\right|^{2}+2 i g_{i}^{*} f_{i}\right) \tag{A10}
\end{align*}
$$

[Compare Eq. (3.6)]. We write

$$
\begin{equation*}
\beta \mu N-\beta H=\sum \alpha_{i} N_{i} \tag{A11}
\end{equation*}
$$

where $N_{i}=a_{i}^{*} a_{i}$ and $\alpha_{i}=\beta\left(\mu-E_{i}\right)$. Thus we have
$\Xi_{v}(f, g ; \beta, \mu) \equiv \operatorname{Trace} \exp (\beta \mu N-\beta H) U(f) V(g)$

$$
\begin{align*}
= & \prod_{i} \text { Trace }\left[\exp \left(\alpha_{i} N_{i}\right) \exp \left(-\delta_{i}^{*} a_{i}^{*}\right)\right. \\
& \left.\times \exp \left(\delta_{i} a_{j}\right)\right] \exp \left(-\gamma_{i}\right), \tag{A12}
\end{align*}
$$

where the trace is now taken over states of different occupation numbers for the $j$ th energy level only. We now drop the index $j$, and use the formulas

$$
\begin{gather*}
\left\|\left(a^{*}\right)^{n} \Omega\right\|^{2}=n!  \tag{A13}\\
e^{\delta_{0} \Omega} \Omega=\Omega  \tag{A14}\\
e^{\alpha N}\left(a^{*}\right)^{n} \Omega=e^{\alpha n}\left(a^{*}\right)^{n} \Omega \tag{A15}
\end{gather*}
$$

$$
\begin{equation*}
e^{\delta a} a^{*} e^{-\delta a}=a^{*}+\delta . \tag{A16}
\end{equation*}
$$

where $\Omega$ is the no-particle state for one degree of freedom. We have
Trace $\left(e^{\alpha N} e^{-\delta \sigma_{a}} e^{\delta_{\sigma}}\right)$

$$
\begin{align*}
& =\sum_{n=0}^{\infty} \frac{e^{\alpha n}}{n!}\left(\left[a^{*}\right]^{n} \Omega, e^{-\delta^{*} a^{*} *} e^{s \alpha}\left[a^{*}\right]^{n} \Omega\right) \\
& =\sum^{n}(n!)^{-1} e^{\alpha n}\left(\Omega,\left(a-\delta^{*}\right)^{n}\left(a^{*}+\delta\right)^{n} \Omega\right) \\
& =\sum_{n=0}^{\infty}\left(e^{\alpha}\right)^{n} \sum_{r=0}^{n} \frac{\left(-|\delta|^{2}\right)^{r} n!}{(r!)^{2}(n-r)!} \\
& =\sum_{r=0}^{\infty} \frac{\left(-|\delta|^{2}\right)^{r}}{(r)^{2}} \sum_{n=r}^{\infty}\left(e^{\alpha}\right)^{n} n(n-1) \cdots(n-r+1) \\
& =\left.\sum_{r=0}^{\infty} \frac{\left(-e^{\alpha}|\delta|^{2}\right)^{r}}{(r!)^{2}}\left(\frac{d}{d x}\right)^{r} \sum_{m=0}^{\infty} x^{m}\right|_{x=e^{*}} \\
& =\left(1-e^{\alpha}\right)^{-1} \exp -\left[e^{\alpha}|\delta|^{2}\left(1-e^{\alpha}\right)^{-1}\right] . \tag{A17}
\end{align*}
$$

Thus

$$
\begin{align*}
& E_{V}(f, g ; \beta, \mu)=\Xi_{V}(f, g ; \beta, \mu) / \Xi_{V}(0,0 ; \beta, \mu) \\
& \quad=\prod_{j} \exp -\left[e^{a_{j}}\left|\delta_{j}\right|^{2}\left(1-e^{\alpha_{j}}\right)^{-1}+\gamma_{i}\right] \tag{A18}
\end{align*}
$$

In the limit $V \rightarrow \infty, V^{-1} \sum_{i}$ becomes $(2 \pi)^{-\mathbf{s}} \int d \mathbf{k}$, $f_{i}$ becomes $f(\mathbf{k})=\int d \mathbf{k} e^{i \mathbf{k} \cdot \mathbf{x}} f(\mathbf{x})$, and $E_{i}$ becomes $E_{k}=k^{2} / 2 m$. Thus we obtain

$$
\begin{align*}
& E(f, g ; \beta, \mu)=\lim _{v \rightarrow \infty} E_{v}(f, g ; \beta, \mu) \\
& =E_{P}(f, g) \exp \left\{-\frac{1}{2} \int \frac{d \mathbf{k}}{(2 \pi)^{3}} \frac{\exp \left(\beta \mu-\beta E_{k}\right)}{1-\exp \left(\beta \mu-\beta E_{k}\right)}\right. \\
& \left.\quad \times\left[|\tilde{j}(k)|^{2}+|\tilde{g}(k)|^{2}\right]\right\} . \tag{A19}
\end{align*}
$$

Note added in proof. The case of an infinite Bose gas in an external periodic potential is completely analogous to the free Bose gas, provided one makes the following changes:

$$
\begin{gathered}
k^{2} / 2 m \rightarrow E(\mathbf{k}), \\
\tilde{f}(\mathbf{k}) \rightarrow f_{B}(\mathbf{k})=\int d \mathbf{x} e^{i \mathbf{k} \cdot x_{\mathbf{k}}(\mathbf{x}) f(\mathbf{x}),}
\end{gathered}
$$

where the $u_{\mathrm{in}}(\mathrm{x})$ are the Bloch wavefunctions. Thus the mathematical structure of the representations is identical to that for the free Bose gas.
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#### Abstract

A representation is given of fermion annihilation operators $a_{k}$ which satisfy the usual anticommutation relations $\left\{a_{k}, a_{k^{\prime}}+\right\}=\delta_{k k^{\prime}}$. In this representation the $a_{k}$ operate on periodic function $f(\zeta)$ of a real variable $\zeta$. The Hilbert space is the set of all square integrable functions $f(\zeta)$ of period $2 \pi$, with the scalar product defined by $$
(f, g)=\int \tilde{x}_{x} f^{*} g d \zeta
$$


## INTRODUCTION

LET us denote by $\psi(r, s)$ the operator which annihilates a fermion of spin $s$ at coordinate position $\mathbf{r} .{ }^{1}$ We shall suppose $\mathbf{r}$ ranges continuously over some given domain, finite or infinite, while the spin variable $s$ assumes a discrete set of values, for example, $\pm \frac{1}{2}$. We take the Schrödinger picture, so that $\psi(\mathrm{r}, s)$ does not depend on the time. Then $\psi(\mathbf{r}, s)$ and its Hermitian conjugate $\psi^{+}(\mathbf{r}, s)$ satisfy the anticommutation relations

$$
\begin{aligned}
\psi(\mathbf{r}, s) \psi\left(\mathbf{r}^{\prime}, s^{\prime}\right)+\psi\left(\mathbf{r}^{\prime}, s^{\prime}\right) \psi(\mathbf{r}, s) & =0 \\
\psi(\mathbf{r}, s) \psi^{\dagger}\left(\mathbf{r}^{\prime}, s^{\prime}\right)+\psi^{\dagger}\left(\mathbf{r}^{\prime}, s^{\prime}\right) \psi(\mathbf{r}, s) & =\delta\left(\mathbf{r}-\mathbf{r}^{\prime}\right) \delta_{a^{\prime}}, \\
\psi^{\dagger}(\mathbf{r}, s) \psi^{\dagger}\left(\mathbf{r}^{\prime}, s^{\prime}\right)+\psi^{\dagger}\left(\mathbf{r}^{\prime}, s^{\prime}\right) \psi^{\dagger}(\mathbf{r}, s) & =0 .
\end{aligned}
$$

To avoid the difficulties arising from the continuum of values of $r$, it is usual to introduce a discrete, complete, orthonormal set of space-spin functions $u_{k}(\mathrm{r}, s)$, and to expand $\psi(\mathrm{r}, s)$ in terms of this set. The functions $u_{k}(\mathbf{r}, s)$ must satisfy the completeness and orthonormality relations

$$
\begin{aligned}
\sum_{k} u_{k}(\mathbf{r}, s) u_{k}^{*}\left(\mathbf{r}^{\prime}, s^{\prime}\right) & =\delta\left(\mathbf{r}-\mathbf{r}^{\prime}\right) \delta_{s s^{\prime}} \\
\sum_{g} \int d \mathbf{r} u_{k}(\mathbf{r}, s) u_{k^{\prime}}^{*}(\mathbf{r}, s) & =\delta_{k k^{\prime}}
\end{aligned}
$$

but are otherwise arbitrary. Without loss of generality we may suppose that the set $u_{k}(r, s)$ be ordered as a simple sequence, with the subscript $k$ taking the values $0,1,2,3, \cdots$. The annihilation operator $a_{k}$ for a fermion in "state" $k$ may be defined by

$$
a_{k}=\sum_{s} \int d \mathbf{r} u_{k}^{*}(\mathbf{r}, s) \psi(\mathbf{r}, s)
$$

[^58]with the inverse relation
$\psi(\mathbf{r}, s)=\sum_{k} u_{k}(\mathbf{r}, s) a_{k}$.
Then the set of annihilation operators $a_{k}$ will satisfy the anticommutation relations
$a_{k} a_{k^{\prime}}+a_{k^{\prime}} a_{k}=0$,
$a_{k} a_{k^{\prime}}^{+}+a_{k^{\prime}}^{+}, a_{k}=\delta_{k k^{\prime}}$,
$a_{k}^{+} a_{k^{\prime}}^{+}+a_{k^{\prime}}^{+} a_{k}^{+}=0$,
$k, k^{\prime}=0,1,2, \cdots$.
The object of this paper is to give a representation in which the $a_{k}$ are operators on periodic functions $f(\zeta)$ of a single real variable $\zeta$.

In the usual occupation-number representation, we take the number operators $N_{k}=a_{k}^{+} a_{k}$ simultaneously diagonal. The simultaneous eigenstates of these number operators are denoted by a sequence of occupation numbers $\left|n_{0}, n_{1}, n_{2}, \cdots\right\rangle$, where each $n_{k}$ can be 0 or 1 . Denoting the vacuum $|0\rangle$, for which $a_{k}|0\rangle=0$, we shall order these states so:

$$
\begin{align*}
|0,0,0,0, \cdots\rangle & =|0\rangle \\
|1,0,0,0, \cdots\rangle & =a_{0}^{+}|0\rangle \\
|1,1,0,0, \cdots\rangle & =a_{0}^{+} a_{1}^{+}|0\rangle,  \tag{2}\\
|0,1,0,0, \cdots\rangle & =a_{1}^{+}|0\rangle \\
|0,1,1,0, \cdots\rangle & =a_{1}^{+} a_{2}^{+}|0\rangle \\
|1,1,1,0, \cdots\rangle & =a_{0}^{+} a_{1}^{+} a_{2}^{+}|0\rangle .
\end{align*}
$$

The criterion used in ordering the states is: To generate the next state, change one occupation number from 0 to 1 , or from 1 to 0 ; the occupation number to be changed is the left-most which can be changed without reproducing a previous state.

With this ordering, the matrices representing $N_{k}$ and $a_{k}$ in the occupation number representation are

$$
\begin{aligned}
& N_{k}=\left[\begin{array}{lllllllll}
0_{k} & & & & & & & \\
& I_{k} & & & & & & \\
& & I_{k} & & & & & \\
& & & 0_{k} & & & & \\
& & & & 0_{k} & & & \\
& & & & & I_{k} & & \\
& & & & & & I_{k} & \\
& & & & & & & \\
& & & & & & &
\end{array}\right],
\end{aligned}
$$

where $0_{k}$ and $I_{k}$ are respectively the null matrix and the unit matrix with $2^{k}$ rows and columns, and

$$
\begin{aligned}
\epsilon_{0}=1, \quad \epsilon_{1}=\left[\begin{array}{r}
1 \\
-1
\end{array}\right), \quad \epsilon_{k+1} & =\left[\begin{array}{c}
\epsilon_{k} \\
\epsilon_{k}
\end{array}\right] \\
k & =1,2,3, \cdots
\end{aligned}
$$

## 2. THE NEW REPRESENTATION

Given two Hilbert spaces $H$ and $H^{\prime}$, we can induce an isomorphism between the operators on $H$ and the operators on $H^{\prime}$ as follows ${ }^{2}$ : Let $\left|u_{i}\right\rangle$ be a complete denumerable orthonormal set of vectors in $H$, and $\left|u_{i}^{\prime}\right\rangle$ such a set in $H^{\prime}$, where the subscript $i$ takes the same denumerable set of values $0,1,2, \cdots$ in each case. We first define a one-one linear correspondence between the vectors $|\psi\rangle$ of $H$ and the vectors $\left|\psi^{\prime}\right\rangle$ of $H^{\prime}$ by

$$
\begin{equation*}
\left|\psi^{\prime}\right\rangle=\sum_{i}\left|u_{i}^{\prime}\right\rangle\left(u_{i}, \psi\right) \tag{3}
\end{equation*}
$$

Let $F$ be a linear operator defined on a domain $D$ in $H$, and let $D^{\prime}$ be the set of all images $\left|\varphi^{\prime}\right\rangle$ in $H^{\prime}$ under the transformation (3) of the vectors $|\varphi\rangle$ belonging to $D$.

Define an operator $F^{\prime}$ in the domain $D^{\prime} \subset H^{\prime}$ by

$$
\begin{equation*}
F^{\prime}\left|\varphi^{\prime}\right\rangle=\sum_{i}\left|u_{i}^{\prime}\right\rangle\left(u_{i}, F \varphi\right) \tag{4}
\end{equation*}
$$

We thus obtain a one-one correspondence between the operators $F$ on $H$, and the operators $F^{\prime}$ on $H^{\prime}$, which is an isomorphism with respect to

[^59]addition and multiplication; i.e., given any two operators $F$ and $G$ on $H$, and arbitrary complex numbers $\lambda$ and $\mu$,
\[

$$
\begin{array}{cc}
F \rightarrow F^{\prime} & \text { imply } \\
G \rightarrow G^{\prime} & \lambda F+\mu G F^{\prime}+\mu G^{\prime} \\
& F G \rightarrow F^{\prime} G^{\prime}
\end{array}
$$
\]

whenever the domains of $F$ and $G$ enable the above addition and multiplication operations to be defined.

In other words, the mapping $F \rightarrow F^{\prime}$ specified by (3) and (4) gives us a faithful representation in $H^{\prime}$ of any system of operators in $H$.

Let us apply (3) and (4) as follows: $H$ is the Hilbert space spanned by the state vectors (2). $H^{\prime}$ is the Hilbert space of all square integrable complex functions $f(\zeta)$ of a real variable $\zeta$ which are periodic with period $2 \pi$; the scalar product between $f(\zeta)$ and $g(\zeta)$ is defined as

$$
(f, g)=\int_{-\pi}^{\pi} f^{*} g d \zeta
$$

As the complete orthonormal set $\left|u_{i}\right\rangle$ in $H$ we take the states (2) in the order given. For the set $\left|u_{i}^{\prime}\right\rangle$ in $H^{\prime}$ we take

$$
\frac{1}{(2 \pi)^{\frac{1}{2}}}, \frac{e^{i 5}}{(2 \pi)^{\frac{1}{2}}}, \frac{e^{-i 5}}{(2 \pi)^{\frac{1}{2}}}, \frac{e^{2 i 5}}{(2 \pi)^{\frac{1}{5}}}, \frac{e^{-2 i \xi}}{(2 \pi)^{\frac{1}{2}}}, \cdots
$$

in this order.
Then the representation in $H^{\prime}$ of $N_{0}=a_{0}^{+} a_{0}$ given by (3) and (4) is

$$
\begin{align*}
& N_{o}^{\prime} f(\zeta)=\frac{1}{2 \pi} \int_{-\pi}^{\pi}\left[e^{i\left(\zeta-\xi^{\prime}\right)}+e^{-i\left(\zeta-\zeta^{\prime}\right)}+e^{3 i\left(\zeta-\xi^{\prime}\right)}\right. \\
& \left.\quad+e^{-3 i\left(\zeta-\zeta^{\prime}\right)}+\cdots\right] f\left(\zeta^{\prime}\right) d \zeta^{\prime} \\
& =\frac{1}{2} \int_{-\pi}^{\pi} e^{i\left(\zeta-\zeta^{\prime}\right)} \sum_{s} \delta\left(\zeta-\zeta^{\prime}-s \pi\right) f\left(\zeta^{\prime}\right) d \zeta^{\prime} \\
& =\frac{1}{2}[f(\zeta)-f(\zeta-\pi)] . \tag{5}
\end{align*}
$$

The representation of $a_{0}$ is

$$
a_{0}^{\prime} f(\zeta)=\frac{1}{2 \pi} \int_{-\pi}^{\pi} \sum_{m . n} e^{i\left(m \zeta-n \xi^{\prime}\right)} f\left(\zeta^{\prime}\right) d \zeta^{\prime}
$$

where in the summation ( $m, n$ ) take the values $(0,1),(2,-1),(-2,3),(4,-3),(-4,5), \cdots$. We have $\sum_{m, n} e^{i\left(m \xi-n \xi^{\prime}\right)}=\pi e^{-i \xi^{\prime}} \sum_{s} \delta\left(\zeta+\zeta^{\prime}-s \pi\right)$. Hence

$$
\begin{equation*}
a_{0}^{\prime} f(\zeta)=\frac{1}{2} e^{i \zeta}[f(-\zeta)-f(\pi-\zeta)] \tag{6}
\end{equation*}
$$

In a similar manner we can obtain representations for all the other operators $N_{k}$ and $a_{k}$. The results for $k=1,2,3, \cdots$ are

$$
\begin{align*}
& N_{k}^{\prime} f(\zeta)=\frac{1}{2} f(\zeta)-\sum_{n=1}^{2^{(k+1)}-1}\left[\frac{2^{-(k+1)} e^{i \zeta^{\prime} / 2} \sin n \pi / 2 f\left(\zeta-\zeta^{\prime}\right)}{\sin \zeta^{\prime} / 2}\right]_{\zeta^{\prime}-2^{-k_{n \pi}}}  \tag{7}\\
& a_{k}^{\prime} f(\zeta)=\sum_{n=0}^{2(k+1)-1}\left[\frac{i 2^{-k} e^{i\left(\zeta-\zeta^{\prime} / 2\right)} \sin 2^{k-1}\left(\zeta-\zeta^{\prime} / 2\right) \sin 2^{k-1}\left(\zeta-3 \zeta^{\prime} / 2\right) f\left(\zeta^{\prime}-\zeta\right)}{\sin \left(\zeta-\zeta^{\prime} / 2\right)}\right]_{\zeta^{\prime}=2^{-k_{n}}}
\end{align*}
$$

It should be noted that the results (7) do not hold for $k=0$.
The results (5), (6) and (7) can be expressed more simply as contour integrals in the complex $\zeta$ plane:

$$
\begin{equation*}
N_{k}^{\prime} f(\zeta)=\frac{1}{2 \pi i} \oint_{C} \varphi_{k}\left(\zeta^{\prime}-\zeta\right) f\left(\zeta^{\prime}\right) d \zeta^{\prime}, \quad a_{k}^{\prime} f(\zeta)=\frac{1}{2 \pi i} \oint_{C} \psi_{k}\left(\zeta, \zeta^{\prime}\right) f\left(\zeta^{\prime}\right) d \zeta^{\prime} \tag{8}
\end{equation*}
$$

where

$$
\begin{aligned}
\varphi_{k}(z) & =1 / 2 \sin z & & k=0, \\
& =\left(e^{i z / 2} / 4 \sin z / 2\right) \sec \left(2^{k-1} z\right) & & k=1,2,3, \cdots, \\
\psi_{k}\left(\zeta, \zeta^{\prime}\right) & =e^{i \zeta / 2 \sin \left(\zeta+\zeta^{\prime}\right)} & & k=0, \\
& =\frac{e^{i\left(\zeta-\zeta^{\prime}\right) / 2} \sin 2^{(k-2)}\left(\zeta-\zeta^{\prime}\right) \sin 2^{(h-2)}\left(\zeta+3 \zeta^{\prime}\right) \cot 2^{k}\left(\zeta+\zeta^{\prime}\right)}{i \sin \left(\zeta-\zeta^{\prime}\right) / 2} & & k=1,2,3, \cdots .
\end{aligned}
$$

The contour C may be any which encloses a length $2 \pi$ of the real $\zeta^{\prime}$ axis, but excludes all poles of $f\left(\zeta^{\prime}\right)$. In general, the elements $f(\zeta)$ of $H^{\prime}$ are defined only for real $\zeta$, and will not be differentiable. However the subset of functions $f(\zeta)$ which are analytic near the real $\zeta$ axis, is everywhere dense in $H^{\prime}$, so that (8) suffices to define the operators $N_{k}^{\prime}$ and $a_{k}^{\prime}$.

The representation of the total number operator $N=\sum_{k} N_{k}$ is

$$
\begin{equation*}
N^{\prime} f(\zeta)=\sum_{k=0}^{\infty} \frac{1}{2 \pi i} \oint_{\mathrm{C}_{k}} \varphi_{k}\left(\zeta^{\prime}-\zeta\right) f\left(\zeta^{\prime}\right) d \zeta^{\prime} \tag{9}
\end{equation*}
$$

Let us take for $C_{k}$ a contour of the type shown in Fig. 1.

We assume that a positive number $\eta$ exists such that $f\left(\zeta^{\prime}\right)$ has no poles within a distance $\eta$ of the real $\zeta^{\prime}$ axis. The two dotted portions of the contour may be ignored; they make equal and opposite contributions since the integrand is periodic of period $2 \pi$.

Hence,

$$
\begin{aligned}
N^{\prime} f(\zeta)=\sum_{k=0}^{\infty} \frac{1}{2 \pi i} \int_{-\pi}^{\pi} & {\left[\varphi_{k}(\xi-i \eta-\zeta) f(\xi-i \eta)\right.} \\
& \left.\quad-\varphi_{k}(\xi+i \eta-\zeta) f(\xi+i \eta)\right] d \xi \\
= & \frac{1}{2 \pi i} \int_{-\pi}^{\pi}[\varphi(\xi-i \eta-\zeta) f(\xi-i \eta) \\
& \quad-\varphi(\xi+i \eta-\zeta) f(\xi+i \eta)] d \xi
\end{aligned}
$$

where

$$
\varphi(\zeta)=\sum_{k=0}^{\infty} \varphi_{k}(\zeta)
$$

The function $\varphi(\zeta)$ is analytic everywhere except on the real $\zeta$ axis and at infinity.

## 3. DISCUSSION

Since the transformations (3) and (4) induce an isomorphism, the representation of $a_{k}$ given here is completely equivalent to the usual occupation-number representation. As long as we are dealing with exact equations the two representations must yield the same results. In approximate work, however, this need not be so. Expressions which are simple in one representation are often quite complicated in the other. Hence what suggests itself as a "natural" approximation scheme in the present representation might well be very involved in the usual representation, and vice versa. The same is true of the introduction of new assumptions into an existing field theory.

A difficulty in application of the representation given here to any actual computation lies in the requirement that the annihilation operators $a_{k}$ be

Fig. 1. The contour $\mathrm{C}_{k}$ in the complex $\xi^{\prime}$ plane used in evaluating (9). The crosses on the real axis represent the poles of the function $\varphi_{k}\left(\zeta^{\prime}-\zeta\right)$. [Shown for the case $k=3$ and $\zeta$ real.]

ordered in a simple sequence, $k=0,1,2, \cdots$. If, for example, we use momentum eigenfunctions, the annihilation operators would more naturally be labeled by a vector index $\mathbf{k}$, rather than by a single subscript. Be sure, any 3 -dimensional array ( $k_{1}, k_{2}, k_{3}$ ) can be ordered as a simple sequence, but such ordering is highly anisotropic with respect to the three components of $\mathbf{k}$. A further difficulty which rules out numerical computation is the rapidly varying nature of the wavefunctions $f(\zeta)$ corresponding to physical states. For example, the Fermi-sea state ( $\left.\Pi_{k<k_{0}} a_{k}^{+}\right)|0\rangle$ corresponds to the wavefunction

$$
f(\zeta)=e^{-i m \zeta} /(2 \pi)^{\frac{1}{2}} \quad \text { with } \quad m=\frac{1}{3}\left(2^{k_{\bullet}}-1\right)
$$

(taking $k_{0}$ even). With $k_{0}$ the order of $10^{23}, f(\zeta)$ is indeed a rapidly varying function.
It should be noted that the particular ordering (2), or the particular choice of base functions $e^{i m \xi} /(2 \pi)^{\frac{1}{2}}$ is not essential for the application of the isomorphism (4). For example, we could order the states with occupation numbers $n_{k}$ according to the natural order of the integers $n_{0}+2 n_{1}+4 n_{2}+\cdots$, or might substitute the base functions $(\sin m \zeta / 2) / \pi^{\frac{1}{3}}$ for the exponential form. The representations so obtained are similar in appearance to, but considerably more complicated than, the one given in this paper.
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A one-dimensional gas of impenetrable point-particle bosons is considered. An exact expression for the one-particle density matrix is derived in terms of the Fredholm determinant and resolvent of a certain simple kernel. It is proved that for large $r$, the density matrix is bounded by const $\times r^{-4 / \pi^{2}}$, and that this implies the absence of a generalized Bose-Einstein condensation, contrary to a recent approximate calculation by Girardeau, who first defined such a condensation.


## I. INTRODUCTION

IN a recent paper, ${ }^{1}$ Girardeau introduced the notion of a generalized Bose-Einstein condensation for a system of $\mathfrak{N}$ particles. In such a condensed state the average number $n_{0}$ of particles with momentum $k=0$ is not of order $\mathfrak{N}$; in the limit of an infinite system at fixed density $\rho$, however, the average number of particles having arbitrarily small momentum is of order $\mathfrak{N}$. Stated precisely, the criterion for a generalized condensation is

$$
\lim _{k_{0} \rightarrow 0} \lim _{\substack{\mathfrak{K} \rightarrow \infty \\ \rho f i x e d}} \mathscr{K}^{-1} \sum_{|k|<k_{0}} n_{k} \equiv \lim _{k_{0} \rightarrow 0} P_{k_{0}}=O(1)
$$

It was suggested that such a generalized condensation occurs in the ground state of a one-dimensional gas of $\mathfrak{H}$ impenetrable point-particle bosons satisfying periodic boundary conditions over a fundamental domain of length $L$. For such a system, Girardeau showed the intimate relation to a system of $\mathfrak{N}$ spinless noninteracting fermions: the

[^60]energy spectra and, hence, the free energies of the two systems are identical, and the boson wavefunctions are simply related to the corresponding fermion wavefunctions (Slater determinants). Unfortunately, despite the knowledge of the exact ground state wavefunction, it was not possible to calculate $n_{k}$ exactly, so that a certain linearization approximation in the wavefunction had to be made. Within this approximation, Girardeau found a complete generalized Bose-Einstein condensation, i.e. $\lim _{k_{0} \rightarrow 0} P_{k_{0}}=1$.

It seemed to us that, because of the simplicity of the system, it should be possible to prove or disprove the existence of such a condensation without making any approximations. In the present note, we disprove it. In Sec. II we formulate the problem to stress the similarity with a certain soluble onedimensional spin- $\frac{1}{2}$ model. Drawing on results for this spin model ${ }^{2}$ we are able to derive an exact
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## I. INTRODUCTION

IN a recent paper, ${ }^{1}$ Girardeau introduced the notion of a generalized Bose-Einstein condensation for a system of $\mathfrak{N}$ particles. In such a condensed state the average number $n_{0}$ of particles with momentum $k=0$ is not of order $\mathfrak{N}$; in the limit of an infinite system at fixed density $\rho$, however, the average number of particles having arbitrarily small momentum is of order $\mathfrak{N}$. Stated precisely, the criterion for a generalized condensation is

$$
\lim _{k_{0} \rightarrow 0} \lim _{\substack{\mathfrak{K} \rightarrow \infty \\ \rho f i x e d}} \mathscr{K}^{-1} \sum_{|k|<k_{0}} n_{k} \equiv \lim _{k_{0} \rightarrow 0} P_{k_{0}}=O(1)
$$

It was suggested that such a generalized condensation occurs in the ground state of a one-dimensional gas of $\mathfrak{H}$ impenetrable point-particle bosons satisfying periodic boundary conditions over a fundamental domain of length $L$. For such a system, Girardeau showed the intimate relation to a system of $\mathfrak{N}$ spinless noninteracting fermions: the

[^62]energy spectra and, hence, the free energies of the two systems are identical, and the boson wavefunctions are simply related to the corresponding fermion wavefunctions (Slater determinants). Unfortunately, despite the knowledge of the exact ground state wavefunction, it was not possible to calculate $n_{k}$ exactly, so that a certain linearization approximation in the wavefunction had to be made. Within this approximation, Girardeau found a complete generalized Bose-Einstein condensation, i.e. $\lim _{k_{0} \rightarrow 0} P_{k_{0}}=1$.

It seemed to us that, because of the simplicity of the system, it should be possible to prove or disprove the existence of such a condensation without making any approximations. In the present note, we disprove it. In Sec. II we formulate the problem to stress the similarity with a certain soluble onedimensional spin- $\frac{1}{2}$ model. Drawing on results for this spin model ${ }^{2}$ we are able to derive an exact

[^63]expression for the one-particle density matrix of the hard-sphere boson system in configuration space. In Sec. III we obtain an upper bound to the offdiagonal matrix elements of the density operator between two points at arbitrary distances from one another, and in Sec. IV we use this bound to show that no generalized condensation, whether complete or incomplete, exists.

This result exemplifies the danger of linearization approximations. Whether or not a generalized Bose condensation exists for boson systems with more general interactions and/or more dimensions is, of course, still open.

## II. FORMULATION

In the notation of second quantization, the system of impenetrable point-particle bosons is described by the Hamiltonian

$$
\begin{equation*}
H=\frac{-\hbar^{2}}{2 m} \int_{0}^{L} \psi^{\dagger}(x) \frac{d^{2}}{d x^{2}} \psi(x) d x \tag{1a}
\end{equation*}
$$

where the impenetrability is expressed through the subsidiary condition on the energy eigenstates $\Phi_{n}$,

$$
\begin{aligned}
& \left(\int d x^{\prime} \psi^{\dagger}(x) \psi^{\dagger}\left(x^{\prime}\right) \delta\left(x-x^{\prime}\right) \psi\left(x^{\prime}\right) \psi(x)\right) \Phi_{n}=0 \\
& \text { or }(\psi(x))^{2} \Phi_{n}=0,
\end{aligned}
$$

and the field $\psi(x)$ obeys boson commutation rules. It is obviously equivalent to assume that the field $\psi(x)$ is not strictly a boson field, but instead

$$
\begin{equation*}
(\psi(x))^{2}=\left(\psi^{\dagger}(x)\right)^{2}=\mathbf{0}_{i} \tag{1b}
\end{equation*}
$$

while retaining

$$
\begin{align*}
& {\left[\psi(x), \psi\left(x^{\prime}\right)\right]=\left[\psi^{\dagger}(x), \psi^{\dagger}\left(x^{\prime}\right)\right]} \\
& \quad=\left[\psi(x), \psi^{\dagger}\left(x^{\prime}\right)\right]=0, \quad x \neq x^{\prime} . \tag{1c}
\end{align*}
$$

To stress the analogy with the spin problem already mentioned, the continuum ( $0, L$ ) is replaced by a set of $N$ points evenly spaced at intervals

$$
\begin{equation*}
\epsilon=L / N . \tag{2}
\end{equation*}
$$

The "continuum limit" $N \rightarrow \infty, \epsilon \rightarrow 0$, with $L$ fixed, will be taken at the end of the formal development.

Equations (1) can be expressed in this discrete space if we introduce annihilation and creation operators associated with each point:

$$
\begin{equation*}
a_{m}=\epsilon^{\frac{1}{2}} \psi(m \epsilon) ; \quad a_{m}^{\dagger}=\epsilon^{\frac{1}{4}} \psi^{\dagger}(m \epsilon) \tag{3}
\end{equation*}
$$

Then Eq. (1) become

$$
\begin{gather*}
H=-\frac{1}{2 m \epsilon^{2}} \sum_{1}^{N} a_{m}^{\dagger}\left(a_{m+1}-2 a_{m}+a_{m-1}\right),  \tag{4a}\\
a_{m}^{2}=\left(a_{m}^{\dagger}\right)^{2}=0,  \tag{4b}\\
{\left[a_{l}, a_{m}\right]=\left[a_{l}^{\dagger}, a_{m}^{\dagger}\right]=\left[a_{l}, a_{m}^{\dagger}\right]=0, \quad l \neq m} \tag{4c}
\end{gather*}
$$

It is consistent to supplement (4b) with the additional condition

$$
\begin{equation*}
\left\{a_{m}, a_{m}^{\dagger}\right\}=1 \tag{4d}
\end{equation*}
$$

The total number operator is then

$$
\begin{equation*}
\mathscr{N}_{\mathrm{oD}}=\sum_{m} a_{m}^{\dagger} a_{m} . \tag{4e}
\end{equation*}
$$

The mixed set of commutation/anticommutation rules obeyed by the operators $a$ and $a^{\dagger}$ and the form of the Hamiltonian (4a) are precisely analogous to the situation with the "isotropic $X-Y$ model" of reference $A$. The Hamiltonian is diagonalized by first introducing fermion operators

$$
\begin{align*}
& C_{m}=\exp \left(\pi i \sum_{1}^{m-1} a_{l}^{\dagger} a_{l}\right) a_{m}  \tag{5a}\\
& C_{m}^{\dagger}=a_{m}^{\dagger} \exp \left(-\pi i \sum_{1}^{m-1} a_{l}^{\dagger} a_{l}\right),
\end{align*}
$$

in terms of which it becomes

$$
\begin{equation*}
H=-\frac{1}{2 m \epsilon^{2}} \sum_{1}^{N} C_{m}^{\dagger}\left(C_{m+1}-2 C_{m}+C_{m-1}\right) \tag{5b}
\end{equation*}
$$

and then making the canonical transformation

$$
\begin{align*}
& C_{m}=N^{-\frac{1}{2}} \sum_{k} \exp (i k m \epsilon) \xi_{k} \\
& \quad k=0, \pm 2 \pi / L, \cdots, \pi \tag{6a}
\end{align*}
$$

to obtain

$$
\begin{equation*}
H=\frac{1}{m \epsilon^{2}} \sum_{k}(1-\cos k) \xi_{k}^{\dagger} \xi_{k}, \tag{6b}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathfrak{N}_{\mathrm{op}}=\sum_{k} \xi_{k}^{\dagger} \xi_{k} \tag{6c}
\end{equation*}
$$

The ground state of a system of $\mathfrak{N}$ particles ${ }^{3}$ is then defined by

$$
\begin{array}{ll}
\xi_{k}^{\dagger} \Phi_{0}=0, & |k|<(\mathscr{H}-1) \pi / 2 L \\
\xi_{k} \Phi_{0}=0, & \text { otherwise }
\end{array}
$$

[^64]Equations (6) and (7), when $\epsilon \rightarrow 0$, imply the exact results of Girardeau.
Let us now calculate the one-particle density matrix in configuration space, defined by

$$
\begin{align*}
\rho\left(r^{\prime}, r\right) & =\left\langle\psi^{\dagger}\left(r^{\prime}\right) \psi(r)\right\rangle \\
\equiv & \equiv\left(r-r^{\prime}\right) \text { by translational invariance. } \tag{8}
\end{align*}
$$

Here $\langle\cdots\rangle$ means the expectation value in the state $\Phi_{0}$. To see how $\rho\left(r-r^{\prime}\right)$ is related to $n_{k}$ we have only to introduce a plane wave expansion of $\psi(r)$ :

$$
\begin{equation*}
\psi(r)=L^{-\frac{1}{2}} \sum_{k} \exp (i k r) \eta_{k} \tag{9}
\end{equation*}
$$

so that

$$
\begin{equation*}
\rho\left(r-r^{\prime}\right)=L^{-1} \sum_{k} \exp \left[i k\left(r-r^{\prime}\right)\right] n_{k} \tag{10a}
\end{equation*}
$$

with

$$
\begin{equation*}
n_{k}=\left\langle\eta_{k}^{\dagger} \eta_{k}\right\rangle . \tag{10b}
\end{equation*}
$$

In this formulation, the essential difficulty with bosons, not present with fermions, is that $\left\langle\xi_{k}^{\dagger} \xi_{k}\right\rangle$ but not $\left\langle\eta_{k}^{\dagger} \eta_{k}\right\rangle$ is easy to compute.

In the discrete space, we define

$$
\begin{equation*}
\rho_{s}=\left\langle a_{n}^{\dagger} a_{m+s}\right\rangle=\epsilon \rho(s \epsilon), \tag{11}
\end{equation*}
$$

so that
$n_{k}=\int_{0}^{L} d r \exp (-i k r) \rho(r)=\sum_{s=1}^{N} \exp (-i k s \epsilon) \rho_{s}$,
the equalities being understood in the continuum limit.

Since $n_{k}$ must be a real even function of $k, \rho_{s}$ is real and we can write

$$
\begin{align*}
\rho_{s} & =\frac{1}{2}\left\langle a_{m}^{\dagger} a_{m+s}+a_{m+s}^{\dagger} a_{m}\right\rangle \\
& =\frac{1}{2}\left\langle\left(a_{m}^{\dagger}+a_{m}\right)\left(a_{m+s}^{\dagger}+a_{m+s}\right)\right\rangle, \quad s \neq 0  \tag{13}\\
& =\epsilon \rho, \quad s=0
\end{align*}
$$

where $\rho \equiv \mathfrak{N} / L$ is the uniform density of particles.
The evaluation of the expectation value appearing in (13) is carried out in A, Sec. IIC. One finds for this cyelic problem that

$$
\rho_{s}=\frac{1}{2}\left|\begin{array}{ccccc}
G_{1} & G_{2} & \cdots & & G_{s}  \tag{14}\\
G_{0} & G_{1} & \cdots & & G_{s-1} \\
\cdot & & \ddots & & \vdots \\
\cdot & & & G_{1} & G_{2} \\
\cdot & & & \\
G_{-(s-2)} & G_{-(\cdot-1)} & \cdots & G_{0} & G_{1}
\end{array}\right|
$$

where

$$
\begin{align*}
G_{m} & =\left\langle\left(C_{l}^{\dagger}-C_{l}\right)\left(C_{l+m}^{\dagger}+C_{l+m}\right)\right\rangle, \quad l \text { arbitrary }, \\
& =-\delta_{m 0}+\frac{2}{N} \sum_{k \text { ocoup. }} \cos k m \epsilon  \tag{15}\\
& =\frac{2 \epsilon}{L} \frac{\sin \pi \rho m \epsilon}{\sin (\pi m \epsilon / L)} \quad m \neq 0 \\
& =-1+2 \epsilon \rho \quad m=0 .
\end{align*}
$$

We are interested in finding $\rho_{g}$ in the limit $\epsilon \rightarrow 0$, $s \rightarrow \infty$ with $s \epsilon=r$ arbitrary and fixed. Observe that $\rho$, has the structure

$$
\rho_{\mathbf{4}}=\frac{1}{2} \operatorname{det}\left(\begin{array}{l|l}
\varepsilon & \boldsymbol{\epsilon}_{q}  \tag{16}\\
\hline-\mathbf{L} & \boldsymbol{\delta}
\end{array}\right],
$$

where $\varepsilon$ and $\boldsymbol{\delta}$ are ( $s-1$ )-component vectors with all components proportional to $\epsilon$, while $L$ is an $(s-1) \times(s-1)$ matrix having the form

$$
\begin{equation*}
\mathrm{L}=1-\epsilon \mathrm{K} \tag{17}
\end{equation*}
$$

where $\mathbf{K}$ has all components of order unity. It is not possible to pass directly to the continuum limit in the matrix of (16) because of the discontinuity going from the first to the second row (and from the ( $s-1$ )st to sth column). Also, a direct application of Hadamard's theorem (as in A, p. 464) to (17) gives an upper bound $\left|\rho_{s}\right| \leq O\left(\epsilon^{\frac{1}{2}}\right)$ which is too weak, in view of the fact that we seek the continuum limit of $\rho_{s} / \epsilon$. To focus attention on $L$, which does behave well in the continuum limit, observe that ${ }^{4}$

$$
\rho_{s}=\frac{1}{2} \operatorname{det}\left(\begin{array}{c|c}
0 & 1  \tag{18}\\
\hline-L & 0
\end{array}\right]\left[\begin{array}{c|c}
1 & L^{-1} \delta \\
\hline \varepsilon & \epsilon_{s}
\end{array}\right] .
$$

The determinants of the two matrix factors are readily evaluated, so that

$$
\begin{equation*}
\rho_{s}=\frac{1}{2} L\left(\epsilon_{s}-\mathbf{\varepsilon} \mathbf{L}^{-1} \boldsymbol{\delta}\right), \tag{19}
\end{equation*}
$$

where $L=\operatorname{det} L$. This equation holds even when $L$ is singular, if by $L L^{-1} \delta$ we understand the appropriate linear combination of minors.

Equation (19) is the principal formal result. In the continuum limit, $L$ is just the Fredholm determinant $D(\lambda=1)$ associated with the integral equation
$\phi(x)=\lambda \int_{a}^{a+r} K(x-y) \phi(y) d y, \quad a$ arbitrary,
with
$K(x-y)=(\mathbf{K})_{x / \epsilon, y / \epsilon}=\frac{2}{L} \frac{\sin \pi \rho(x-y)}{\sin (\pi(x-y) / L)}$.

[^65]Also in this limit $L\left(\mathbf{L}^{-1}\right)_{x / \epsilon, y / t}$ is what is usually called $D(x, y ; \lambda=1)$. In fact, this is the determinant that should stand in (19), which is then valid even if $\mathbf{L}^{-1}$ does not exist. Thus, the determination of $\rho(r)$ is reduced to the evaluation of $D(1)$ and $D(x, y: 1)$ for the kernel $K(x-y)$. Unfortunately, it has not been possible to evaluate these quantities exactly. We now derive an upper bound to $\rho(r)$ which is sufficient for a study of $n_{k}$ as $k \rightarrow 0$.

## III. UPPER BOUND TO $g(r)$.

We consider separately the magnitudes of the two terms occurring in Eq. (19). We restrict ourselves to $r=s \epsilon<\frac{1}{2} L$, because $\rho(r)$ is periodic with period $L$, and, being real, it is also even. Thus $\rho(L-r)=$ $\rho(r)$. The methods employed in this section and the associated appendix are due in large part to Jepsen. ${ }^{4}$

In the first term of (19),

$$
\begin{equation*}
\frac{1}{2} L \epsilon_{s} \leq \frac{1}{2}|L|\left|\epsilon_{s}\right| \tag{21a}
\end{equation*}
$$

But

$$
\begin{align*}
& |L|=\left[\prod_{i} \Lambda_{i}^{2}\right]^{\frac{1}{2}} \\
& \quad \leq \exp \left[\frac{1}{2} \sum_{i}\left(\Lambda_{i}^{2}-1\right)\right]=\exp \left[\frac{1}{2} \operatorname{tr}\left(L^{2}-1\right)\right], \tag{21b}
\end{align*}
$$

where the $\Lambda$ 's are the eigenvalues of $L$. Also, since $2 / \pi \leq\left|x^{-1} \sin x\right| \leq 1$,

$$
\begin{equation*}
\left|\epsilon_{\sigma}\right| \leq s^{-1}|\sin \pi \rho s \epsilon| \leq \pi \rho \epsilon . \tag{21c}
\end{equation*}
$$

In the second term of (19),

$$
\begin{equation*}
-\frac{1}{2} L_{\varepsilon} \mathrm{L}^{-1} \delta \leq \frac{1}{2}|L|\left|\sum_{i} \Lambda_{i}^{-1}\left(\varepsilon \cdot \phi_{i}\right)\left(\delta \cdot \phi_{i}\right)\right|, \tag{22}
\end{equation*}
$$

where the $\phi_{i}$ are the eigenvectors of $L .^{5}$ If $\Lambda_{0}$ is the eigenvalue of minimum absolute value, then

$$
\begin{align*}
& \left|\sum_{i} \Lambda_{i}^{-1}\left(\varepsilon \cdot \phi_{i}\right)\left(\delta \cdot \phi_{j}\right)\right| \\
& \quad \leq\left|\Lambda_{0}^{-1}\right| \sum_{j}\left|\varepsilon \cdot \phi_{i}\right|\left|\delta \cdot \phi_{i}\right| \leq\left|\Lambda_{0}^{-1}\right| \varepsilon^{2} \tag{23a}
\end{align*}
$$

where we've used Schwarz's inequality, the completeness of the $\phi$ 's, and the fact that $|\varepsilon|=|\boldsymbol{\delta}|$, which is apparent from (14) and (16). But

[^66]\[

$$
\begin{align*}
|L|\left|\Lambda_{0}^{-1}\right| & =\left(\prod_{i \neq 0} \Lambda_{i}^{2}\right)^{\frac{1}{2}} \\
& \leq \exp \left[\frac{1}{2} \sum_{i \neq 0}\left(\Lambda_{i}^{2}-1\right)\right] \\
& =\exp \left[\frac{1}{2} \operatorname{tr}\left(\mathbf{L}^{2}-1\right)\right] \exp \left(1-\Lambda_{0}^{2}\right) \\
\leq & \exp \left[1+\frac{1}{2} \operatorname{tr}\left(\mathbf{L}^{2}-1\right)\right] \tag{23b}
\end{align*}
$$
\]

so that

$$
\begin{equation*}
\left|\frac{1}{2} L_{\varepsilon} L^{-1} \boldsymbol{\delta}\right| \leq \frac{1}{2} \varepsilon^{2} \exp \left[1+\frac{1}{2} \operatorname{tr}\left(\mathbf{L}^{2}-1\right)\right] . \tag{24}
\end{equation*}
$$

Finally, combining (21) and (24),

$$
\begin{equation*}
\rho_{s} \leq \frac{1}{2}\left(\pi \rho \epsilon+e \varepsilon^{2}\right) \exp \left[\frac{1}{2} \operatorname{tr}\left(\mathbf{L}^{2}-1\right)\right] . \tag{25}
\end{equation*}
$$

In the appendix it is shown that, in the continuum limit, for arbitrary $r_{0}$,

$$
\begin{equation*}
\mathbf{\varepsilon}^{2} \leq \epsilon\left(2 \rho+C_{1} / L\right) \tag{26}
\end{equation*}
$$

and

$$
\begin{align*}
\frac{1}{2} \operatorname{tr}\left(\mathbf{L}^{2}-1\right) & \leq\left[-\frac{4}{\pi^{2}} \ln \left(\frac{r}{r_{0}}\right)\right. \\
& \left.+\frac{1}{2}\left(C_{2}+C_{3}\right)+O\left(\frac{1}{r}\right)\right], \quad r>r_{0} \tag{27}
\end{align*}
$$

Equation (25) then gives the desired result:

$$
\begin{equation*}
\rho(r)=\lim _{\substack{c \rightarrow 0 \\ s \rightarrow r / \epsilon}} \rho_{z} / \epsilon \leq C r^{-4 / \pi^{2}} \tag{28}
\end{equation*}
$$

Here, $C, C_{1}, C_{2}, C_{3}$, and $C_{4}$ are all constants independent of $r, L$, and $\rho$.

## IV. NONEXISTENCE OF A GENERALIZED CONDENSATION

We wish to compute $P_{k g}$ defined by

$$
\begin{equation*}
P_{k_{0}}=\lim _{\substack{n \rightarrow \infty \\ \rho \in \rightarrow i x e d}} \mathscr{K}^{-1} \sum_{|k|<k_{0}} n_{k} \tag{29}
\end{equation*}
$$

where

$$
\begin{equation*}
n_{k}=\int_{0}^{L} d r \exp (-i k r) \rho(r) \tag{12}
\end{equation*}
$$

We shall use only the property that $\rho(r)=O(1)$ for $r<r_{0}$ and $|\rho(r)|^{2}<$ const $\times r^{-2, \beta}, \beta>0$, for $r>r_{0}$, where $r_{0}$ is now a large positive constant. For this particular model we have seen that $\beta=$ $4 / \pi^{2}$.
Then

$$
\begin{align*}
\mathscr{K}^{-1} \sum_{|k|<k_{0}} n_{k} & =\frac{1}{\rho L} \int_{0}^{L} d r \sum_{|k|<k_{0}} \exp (-i k r) \rho(r) \\
& =\frac{1}{\rho} \int_{0}^{L} d r \frac{\sin \left(k_{0}+\frac{1}{2} \pi\right) r}{L \sin (\pi r / L)} \rho(r) \tag{30}
\end{align*}
$$

Because $\rho(r)=\rho(L-r)$, we take twice the integral
from 0 to $\frac{1}{2} L$. Let us divide the range of integration into two parts, $\left(0, r_{0}\right)$ and ( $r_{0}, \frac{1}{2} L$ ). On ( $0, r_{0}$ ),

$$
\begin{align*}
\int_{0}^{r_{0}} d r \frac{\sin \left(k_{0}+\frac{\pi}{L}\right) r}{L \sin (\pi r / L)} & \rho(r) \\
& \leq \int_{0}^{r_{0}} d r \frac{\left(k_{0}+\frac{\pi}{L}\right) r}{2 r}|\rho(r)| \\
& \leq\left(k_{0}+\frac{\pi}{L}\right) \times \text { const. } \tag{31}
\end{align*}
$$

On $\left(r_{0}, \frac{1}{2} L\right)$, we expand $\sin \left(k_{0}+\pi / L\right) r$, obtaining two terms:

$$
\begin{align*}
M_{1} \equiv & L^{-1} \int_{r_{0}}^{\frac{1}{1} L} d r \cos k_{0} r \rho(r) \\
& \leq L^{-1} \int_{r_{0}}^{\frac{1}{2} L} d r|\rho(r)| \leq \text { const. } \times L^{-\beta},  \tag{32a}\\
M_{2} \equiv & \int_{r_{0}}^{\frac{1}{2} L} d r \frac{\sin k_{0} r}{L \tan (\pi r / L)} \rho(r) . \tag{32b}
\end{align*}
$$

To estimate $M_{2}$, multiply and divide the integrand by $r^{\alpha}$, where $\alpha$ is positive and $\frac{1}{2}-\beta<\alpha<\frac{1}{2}$. Then by Schwarz's inequality,

$$
\begin{align*}
M_{2} & \leq\left[\int_{r_{0}}^{\frac{1}{L}} d r \frac{\sin ^{2} k_{0} r}{L^{2} r^{-2 \alpha} \tan ^{2}(\pi r / L)}\right]^{\frac{1}{2}} \\
& \times\left[\text { const } \int_{r_{0}}^{\frac{1 L}{1}} d r r^{-2(\beta+\alpha)}\right]^{\frac{1}{2}} \\
\leq & {\left[\frac{1}{\pi^{2}}\left(\int_{0}^{\infty}-\int_{0}^{r_{0}}\right) d r \frac{\sin ^{2} k_{0} r}{r^{2(1-\alpha)}}\right]^{\frac{1}{2}} \times \text { const, } } \\
\leq & {\left[\frac{k_{0}^{1-2 \alpha}}{\pi^{2}} \int_{0}^{\infty} d x \frac{\sin ^{2} x}{x^{2(1-\alpha)}}-O\left(k_{0}^{2}\right)\right]^{1} \times \text { const. } } \tag{33}
\end{align*}
$$

Thus, for sufficiently small $k_{0}, P_{k_{0}} \leq$ const $\times k_{0}$, and so $\lim _{k_{0} \rightarrow 0} P_{k_{0}}=0$; i.e. not even an incomplete generalized condensation exists.

## APPENDIX

We determine first an upper bound to $\varepsilon^{2}, s=r / \epsilon$, in the continuum limit.
$\boldsymbol{\varepsilon}^{2}=4 \epsilon \int_{0}^{r} d x \frac{\sin ^{2} \pi \rho x}{L^{2} \sin ^{2}(\pi x / L)} \equiv \epsilon\left(I_{\mathrm{t}}+I_{2}\right)$,
where
$I_{1} \equiv 4 \int_{0}^{r} d x \frac{\sin ^{2} \pi \rho x}{\pi^{2} x^{2}} \leq 4 \int_{0}^{\infty} d x \frac{\sin ^{2} \pi \rho x}{\pi^{2} x^{2}}=2 \rho$,
and
$I_{2} \equiv 4 \int_{0}^{r} d x \sin ^{2} \pi \rho x\left[\left(L^{2} \sin ^{2} \pi x / L\right)^{-1}-\left(\pi^{2} x^{3}\right)^{-1}\right]$

$$
\begin{align*}
\leq & 4 \int_{0}^{1 L} d x \sin ^{2} \pi \rho x \\
& \times\left[\left(L^{2} \sin ^{2} \pi x / L\right)^{-1}-\left(\pi^{2} x^{2}\right)^{-1}\right]=C_{1} / L \tag{A3}
\end{align*}
$$

$C_{1}$ is a positive constant independent of $r, L$, and $\rho$. Thus,

$$
\begin{equation*}
\varepsilon^{2}=\epsilon\left(2 \rho+C_{1} / L\right) . \tag{A4}
\end{equation*}
$$

Now we determine an upper bound for

$$
\operatorname{tr}\left(L^{2}-1\right)=\epsilon^{2} \operatorname{tr} K^{2}-2 \epsilon \operatorname{tr} K
$$

First we have

$$
\begin{equation*}
\epsilon \operatorname{tr} \mathrm{K}=2 \rho r \epsilon \tag{A5}
\end{equation*}
$$

Second, we consider

$$
\begin{array}{r}
\epsilon^{2} \operatorname{tr} \mathrm{~K}^{2}=4 \epsilon \int_{0}^{r} d x \int_{0}^{r} d y \frac{\sin ^{2} \pi \rho(x-y)}{L^{2} \sin ^{2} \pi(x-y) / L} \\
\equiv \epsilon\left(J_{1}+J_{2}\right) \tag{A6}
\end{array}
$$

where

$$
\begin{equation*}
J_{1} \equiv 4 \int_{0}^{r} d x \int_{0}^{+} d y \frac{\sin ^{2} \pi \rho(x-y)}{\pi^{2}(x-y)^{2}} \tag{A7}
\end{equation*}
$$

and

$$
\begin{align*}
J_{2} & \equiv 4 \int_{0}^{r} d x \int_{0}^{r} d y \sin ^{2} \pi \rho(x-y) \\
& \times\left[\left(L^{2} \sin ^{2} \pi(x-y) / L\right)^{-1}-\left(\pi^{2}(x-y)^{2}\right)^{-1}\right] \\
& \leq 4 \pi^{-2} \int_{0}^{\frac{1}{1} \pi} d \xi \int_{0}^{\frac{1 \pi}{x}} d \eta \\
& \times\left[\left(\sin ^{2}(\xi-\eta)\right)^{-1}-(\xi-\eta)^{-2}\right] \equiv C_{2} \tag{A8}
\end{align*}
$$

To find an upper bound to $J_{1}$ it is convenient to introduce the variables

$$
R=\pi \rho(x+y-r) \quad \text { and } \quad \zeta=\pi \rho(x-y)
$$

after which $J_{1}$ can be transformed to

$$
J_{1}=16 \pi^{-2} \int_{0}^{\nu} d R \int_{0}^{\nu-R} d \zeta \zeta^{-2} \sin ^{2} \zeta, \quad \nu=\pi \rho r
$$

Integrating by parts on $R$, and letting $z=\nu-R$, one obtains

$$
\begin{equation*}
J_{1}=J_{11}+J_{12} \tag{A9}
\end{equation*}
$$

where

$$
\begin{equation*}
J_{11} \equiv 8 \pi^{-2} v \int_{0}^{y} d z z^{-2} \sin ^{2} z \leq \frac{4 y}{\pi} \tag{A10}
\end{equation*}
$$

and

$$
J_{12} \equiv-16 \pi^{-2} \int_{0}^{x} d z z^{-1} \sin ^{2} z
$$

Letting $\nu_{0}$ be any large positive constant $<\nu$, a bound for $J_{19}$ is obtained:

$$
\begin{align*}
J_{12} \leq-16 \pi^{-2} \int_{\nu_{0}}^{\nu} & d z z^{-1} \sin ^{2} z=-8 \pi^{-2} \ln \left(\nu / \nu_{0}\right) \\
& +8 \pi^{-2} \int_{\nu_{0}}^{\infty} d z z^{-1} \cos 2 z \\
& -8 \pi^{-2} \int_{\nu}^{\infty} d z z^{-1} \cos 2 z \tag{A11}
\end{align*}
$$

Because the last term behaves asymptotically like $O(1 / \nu)$,

$$
\begin{align*}
& J_{12} \leq-8 \pi^{-2} \ln \left(r / r_{0}\right)+C_{3}+O(1 / r) \quad r>r_{0} .  \tag{A12}\\
& \text { Finally, for } r>r_{0}, \\
& \operatorname{tr}\left(\mathrm{~L}^{2}-1\right) \\
& \quad \leq \epsilon\left[-8 \pi^{-2} \ln \left(r / r_{0}\right)+C_{2}+C_{3}+O(1 / r)\right] .  \tag{A13}\\
& \quad \text { ACKNOWLEDGMENTS }
\end{align*}
$$
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[^68]transition (as in the case of hard spheres). In other words, we obtain an alternating sequence of upper and lower bounds for the activity, free energy, pressure, entropy, internal energy, and for the correlation functions as well. These bounds allow us to state with confidence where the true results lie with respect to the approximations.
For potentials which have attractive parts, we can obtain upper bounds for the activity, free energy, internal energy and correlation functions.

## 1. THE ACTIVITY, FREE ENERGY, AND PRESSURE

We define the configurational partition function for $N$ particles to be

$$
\begin{equation*}
Z_{N}=V^{-N} \int_{V} \prod_{1}^{N} d^{3} \mathbf{x}_{\mathbf{i}} I_{N}\left(\mathbf{x}_{1}, \cdots, \mathbf{x}_{N}\right) \tag{1.1}
\end{equation*}
$$

where

$$
\begin{equation*}
I_{N}=\prod_{\langle i, j\rangle}\left(1+f_{i j}\right) \geq 0 \tag{1.2}
\end{equation*}
$$

The $f_{i j}$ are the Mayer $f$ functions, i.e.

$$
\begin{equation*}
f_{i j}=\exp \left(-U_{i j} / k T\right)-1 \tag{1.3}
\end{equation*}
$$

where $U\left(\mathbf{x}_{i}-\mathbf{x}_{j}\right)$ is the two-body potential.

The excess free energy per particle, $F$, is

$$
\begin{equation*}
F=-k T N^{-1} \ln Z_{N} . \tag{1.4}
\end{equation*}
$$

In terms of $F$ we can define other thermodynamic quantities ${ }^{2}$ : The activity,
$z=\rho\left(Z_{N} / Z_{N+1}\right)=\rho \exp \left\{\frac{1}{k T}[F+\rho(\partial F / \partial \rho)]\right\}$,
where $\rho=N / V$; the excess chemical potential,

$$
\begin{equation*}
\mu=k T \ln (z / \rho) ; \tag{1.6}
\end{equation*}
$$

the fugacity,

$$
\begin{equation*}
f=k T z \tag{1.7}
\end{equation*}
$$

and the pressure ${ }^{3}$

$$
\begin{align*}
P & =\rho k T+\rho^{2}(\partial F / \partial \rho)=\rho(k T+\mu-F), \\
& =k T\left\{\rho \ln z-\int_{0}^{\rho} \ln \left[z\left(\rho^{\prime}\right)\right] d \rho^{\prime}\right\} . \tag{1.8}
\end{align*}
$$

Suppose now that we have an upper (or lower) bound for $z$ for all densities up to a certain maximum, $R$, (i.e., $\bar{z} \geq z$ for all $0 \leq \rho \leq R$ ). Then, from Eq. (1.5),

$$
\begin{equation*}
(\partial / \partial \rho) \rho F=k T \ln (\bar{z} / \rho)+\xi \tag{1.9}
\end{equation*}
$$

where $\xi(\rho) \leq 0$ (or $\geq 0$ ). Consequently,

$$
\begin{equation*}
\rho F(\rho)=k T \int_{0}^{\rho} \ln \left(\frac{\bar{z}\left(\rho^{\prime}\right)}{\rho^{\prime}}\right) d \rho^{\prime}+\int_{0}^{\rho} \xi\left(\rho^{\prime}\right) d \rho^{\prime} \tag{1.10}
\end{equation*}
$$

It is thus clear from Eq. (1.10) that an upper (lower) bound for $z$ implies an upper (lower) bound for $F$ for $0 \leq \rho \leq R$. The converse is not true, of course. Both an upper and a lower bound for $z$, will together yield both an upper and a lower bound for the pressure by virtue of Eq. (1.8).

Let us now direct our attention to purely repulsive potentials so that

$$
\begin{equation*}
0 \geq f_{i i} \geq-1 \tag{1.11}
\end{equation*}
$$

We shall derive a sequence, $z_{1}, z_{2}, \cdots$ for $z$ such that $z_{n}$ is an upper (lower) bound for $z$ if $n$ is even (odd)

[^69]and if $0 \leq \rho \leq R_{n}$. Furthermore, the critical density, $R_{n}$, beyond which $z_{n}$ ceases to be a bound, is infinite for $n$ odd, and for $n$ even generally increases with $n$ and appears to satisfy $\lim _{n \rightarrow \infty} R_{n}=\infty$, although we cannot prove this latter statement. The upper/ lower bounds for $z$ generate a sequence of upper/ lower bounds, $F_{1}, F_{2}, \cdots$ for $F$. Moreover, one can use $z_{n+1}$ in conjunction with $F_{n}$ to obtain an upper/ lower bound sequence $P_{1}, P_{2}, \cdots$ for $P$. Alternatively, one can use $z_{n}$ in conjunction with $F_{n+1}$ to obtain a sequence $P_{1}^{\prime}, P_{2}^{\prime}, \cdots$.

From Eq. (1.2) we have

$$
\begin{align*}
& I_{N}\left(\mathbf{x}_{1}, \cdots, \mathbf{x}_{N}\right) \\
&  \tag{1.12}\\
& \quad=\prod_{i=2}^{N}\left(1+f_{1 i}\right) I_{N-1}\left(\mathbf{x}_{2}, \cdots, \mathbf{x}_{N}\right)
\end{align*}
$$

Since $f$ satisfies (1.11) and since $I_{N-1} \geq 0$, the theorem proved in the Appendix tells us that

$$
\begin{align*}
I_{N} & <I_{N-1} \\
& >\left(1+\sum_{i} f_{1 i}\right) I_{N-1} \\
< & \left(1+\sum_{i} f_{1 i}+\sum_{\langle i, k\rangle} f_{1 i} f_{1 k}\right) I_{N-1} \\
> & =\left(1+\sum_{i} f_{1 i}+\sum_{\langle i, k\rangle} f_{1 i} f_{1 k}\right. \\
& \left.\quad+\sum_{\langle j, k, i\rangle} f_{1 i} f_{1 k} f_{12}\right\rangle I_{N-1}, \tag{1.13}
\end{align*}
$$

etc.
Using the first of the inequalities (1.13), we can easily do the $x_{1}$ integration in Eq. (1.1) with the result that

$$
\begin{equation*}
Z_{N}<Z_{N-1} \tag{1.14}
\end{equation*}
$$

or

$$
\begin{equation*}
z>z_{1}=\rho \tag{1.15}
\end{equation*}
$$

Using $z_{1}$ in Eq. (1.10) we have

$$
\begin{equation*}
F>F_{1}=0 \tag{1.16}
\end{equation*}
$$

It will be noted that $R_{1}=\infty$.
Using the second inequality of (11), we can still do the $\mathbf{x}_{1}$ integration because $f_{1 i}$ is a function of $\mathbf{x}_{1}-\mathbf{x}_{i}$. If we define

$$
\begin{equation*}
\int_{V} f(x) d^{3} x=\beta_{1}<0 \tag{1.17}
\end{equation*}
$$

(this is the same as the irreducible cluster integral $\beta_{1}$ defined by Mayer ${ }^{1}$ ), then

$$
\begin{equation*}
Z_{N}>\left(1+\rho \beta_{1}\right) Z_{N}^{-1} \tag{1.18}
\end{equation*}
$$

or

$$
\begin{equation*}
z<z_{2}=\rho\left(1+\rho \beta_{1}\right)^{-1} . \tag{1.19}
\end{equation*}
$$

In this case $R_{2}=-\beta_{1}$. The corresponding bound for $F$ is

$$
\begin{align*}
F & <F_{2}=-k T \\
& \times\left\{\left[\left(1+\rho \beta_{1}\right) / \rho \beta_{1}\right] \ln \left(1+\rho \beta_{1}\right)-1\right\} . \tag{1.20}
\end{align*}
$$

For the pressure we obtain

$$
\begin{align*}
& P<P_{1}=\rho k T \\
& \times\left[1-\ln \left(1+\rho \beta_{1}\right)\right] \sim \rho k T\left[1-\rho \beta_{1}\right]  \tag{1.21a}\\
& P>P_{1}^{\prime}=\rho k T\left\{\left[\left(1+\rho \beta_{1}\right) / \rho \beta_{1}\right] \ln \left(1+\rho \beta_{1}\right)\right\} \\
& \quad \sim \rho k T\left[1+\frac{1}{2} \rho \beta_{1}\right] . \tag{1.21b}
\end{align*}
$$

Thus $P_{1}$ and $P_{1}^{\prime}$ give the first virial coefficient correctly. The second virial coefficient is actually $-\frac{1}{2} \beta_{1}$ as will be clear when we consider $P_{2}$ and $P_{2}^{\prime}$.

We next consider the third inequality in (1.13). The first two terms can be evaluated as before in Eq. (1.18). The third term,

$$
\begin{equation*}
\frac{N(N-1)}{2} \int_{V} \prod_{1}^{N} d^{3} \mathbf{x}_{i} f_{12} f_{13} I_{N-1}(2, \cdots, N) \tag{1.22}
\end{equation*}
$$

is, unfortunately, not a factorable integral. We can, however, retain the sense of the inequality by replacing $I_{N-1}$ by the first inequality of (1.13), viz. $I_{N-1}(2, \cdots, N)<I_{N-2}(3, \cdots, N)$. We can now do the integral in (1.22) and we obtain

$$
\begin{equation*}
\rho<\left(1+\rho \beta_{1}\right) z+\frac{1}{2} \rho \beta_{1}^{2} z^{2} . \tag{1.23}
\end{equation*}
$$

We now define the polynomial

$$
\begin{equation*}
h(z)=\frac{1}{2} \rho \beta_{1}^{2} z^{2}+\left(1+\rho \beta_{1}\right) z-\rho . \tag{1.24}
\end{equation*}
$$

Since $h(0)<0$ and $h( \pm \infty)=+\infty$, we see that $h$ has two real roots: $\alpha(\rho)>0$ and $\beta(\rho)<0$. Eq. (1.23) tells us that either $z>\alpha$ or $z<\beta$. The second possibility can be excluded because of Eq. (1.15) and thus

$$
\begin{equation*}
z>z_{3}=\alpha(\rho) \tag{1.25}
\end{equation*}
$$

for all $\rho$.
It is well known ${ }^{4}$ that for any system in thermodynamic equilibrium, the pressure is a continuous, monotonically increasing function of the density for a fixed temperature. Equation (1.8) tells us that $z(\rho)$ has the same property. A good upper or lower bound for $z$ should have this same property and we shall now show that $\alpha(\rho)$ in fact does ( $z_{1}$ and $z_{2}$ clearly have this property). Since

$$
\begin{gather*}
h(z)=\frac{1}{2} \rho \beta_{1}^{2}(z-\alpha)(z-\beta),  \tag{1.26}\\
d h /\left.d z\right|_{z=\alpha}=\frac{1}{2} \rho \beta_{1}^{2}(\alpha-\beta)>0 . \tag{1.27}
\end{gather*}
$$

But if we differentiate the equation $h(z)=0$ with

[^70]respect to $\rho$, we find
\[

$$
\begin{equation*}
\frac{d \alpha}{d \rho}=\frac{\alpha}{\rho}\left(\left.\frac{d h}{d z}\right|_{\alpha}\right)^{-1}>0 \tag{1.28}
\end{equation*}
$$

\]

The next problem is to find $F_{3}$. To do the integral in Eq. (1.10) we write

$$
\begin{align*}
& \int_{0}^{\rho} d \rho^{\prime} \ln \alpha\left(\rho^{\prime}\right) \\
& \quad=\rho \ln \alpha(\rho)-\int_{0}^{\rho} \frac{d \alpha}{d \rho^{\prime}} \frac{\rho^{\prime}}{\alpha} d \rho^{\prime} \\
& \quad=\rho \ln \alpha(\rho)-\int_{0}^{\alpha(\rho)} d \alpha \frac{\rho(\alpha)}{\alpha} \\
& \quad=\rho \ln \alpha(\rho)-\int_{0}^{\alpha(\rho)} \frac{d \alpha}{1-\beta_{1} \alpha-\frac{1}{2} \beta_{1}^{2} \alpha^{2}} . \tag{1.29}
\end{align*}
$$

The last integral is easily computed and, collecting terms, we find

$$
\begin{align*}
F & >F_{3}=k T\left(1+\ln \frac{\left[(x+1)^{2}+2 x^{2}\right]^{\frac{1}{2}}-1-x}{x^{2}}\right. \\
& -\frac{1}{\sqrt{3} x} \ln \left(\frac{\sqrt{3}+1}{\sqrt{3}-1}\right) \\
& \left.\times\left\{\frac{\left[(1+x)^{2}+2 x^{2}\right]^{\frac{1}{2}}-\sqrt{3} x-1}{-\left[(1+x)^{2}+2 x^{2}\right]^{\frac{1}{2}}-\sqrt{3} x+1}\right\}\right), \tag{1.30}
\end{align*}
$$

where

$$
\begin{equation*}
x=\rho \beta_{1}<0 . \tag{1.31}
\end{equation*}
$$

The corresponding bounds for the pressure are

$$
\begin{align*}
& P>P_{2}= \rho\left(k T+k T \ln \left(\frac{z_{3}}{\rho}\right)-F_{2}\right) \\
&= \rho k T\left\{\ln \frac{\left[(1+x)^{2}+2 x^{2}\right]^{\frac{1}{2}}-1-x}{x^{2}}\right. \\
&\left.\quad+\frac{1+x}{x} \ln (1+x)\right\} \\
& \sim-\rho k T\left(1-\frac{1}{2} x-\frac{19}{24} x^{2}\right), \tag{1.32}
\end{align*}
$$

and

$$
\begin{aligned}
P & <P_{2}^{\prime}=\rho\left(k T+k T \ln \left(z_{2} / \rho\right)-F_{3}\right) \\
& =-\rho k T(\ln (1+x) \\
& +\ln \frac{\left[(1+x)^{2}+2 x^{2}\right]^{\frac{1}{2}}-1-x}{x^{2}} \\
& +\frac{1}{\sqrt{3} x} \ln \left(\frac{\sqrt{3}+1}{\sqrt{3}-1}\right) \\
& \left.\times\left\{\frac{\left[(1+x)^{2}+2 x^{2}\right]^{\frac{1}{2}}-\sqrt{3} x-1}{-\left[(1+x)^{2}+2 x^{2}\right]^{\frac{1}{2}}-\sqrt{3} x+1}\right\}\right)
\end{aligned}
$$

$$
\begin{equation*}
\sim \rho k T^{\prime}\left(1-\frac{1}{2} x+\frac{17}{2} x^{2}\right) \tag{1.33}
\end{equation*}
$$

Equations (1.32) and (1.33) imply that the second virial coefficient is $-\frac{1}{2} \beta_{1}$, a well-known result of the Mayer theory.

We should inquire whether the lower bound $z_{3}$ is necessarily better than $z_{1}$. We see easily from Eq. (1.23) that $z>z_{3}>z_{1}=\rho$ if $\rho<-2 / \beta_{1}$, and $z>z_{1}=\rho>z_{3}$ if $\rho>-2 / \beta_{1}$. We should not be surprised at this result for, as we remarked in the Appendix, including more terms in (1.13) does not guarantee a better result. Nevertheless, $z_{3}$ is still a lower bound for all $\rho$ and Eqs. (1.25)-(1.33) are always valid. We notice, incidentally, that the density beyond which $z_{1}$ is the better bound, is twice as large as the density $R_{2}$ beyond which the upper bound $z_{2}$ ceases to exist.

To find the second upper bound $z_{4}$ we use the fourth inequality of (1.13). This time, to retain the sense of the inequality, the term $f_{12} f_{13} I_{N-1}$ must be expanded by using the second inequality of (1.13), that is,

$$
\begin{align*}
& \int f_{12} f_{13} I_{N-1}(2 \cdots N) \\
& >\int f_{12} f_{13}\left(1+f_{23}+\sum_{i=4}^{N} f_{2 i}\right) I_{N-2}(3 \cdots N) \\
& >\int f_{12} f_{13}\left(1+f_{23}\right) I_{N-2}(3 \cdots N) \\
& \quad+(N-3) \int f_{12} f_{13} f_{24} I_{N-3}(4 \cdots N) \tag{1.34}
\end{align*}
$$

The integrals in the last line can now be done. For the last term in (1.13) [i.e., $f_{12} f_{13} f_{14}$ ], we can use the first inequality for $I_{N-1}$ twice [i.e., $I_{N-1}(2 \cdots N)<$ $\left.I_{N-3}(4 \cdots N)\right]$. Collecting results, one finds

$$
\begin{equation*}
\rho>z+\rho\left[\beta_{1} z+\frac{1}{2}\left(\beta_{1}^{2}+2 \beta_{2}\right) z^{2}+\frac{2}{3} \beta_{1}^{3} z^{3}\right], \tag{1.35}
\end{equation*}
$$

where

$$
\begin{equation*}
\beta_{2}=\frac{1}{2} \int f_{12} f_{13} f_{23} d^{3} \mathbf{x}_{2} d^{3} \mathbf{x}_{3} \tag{1.36}
\end{equation*}
$$

is the three-particle irreducible cluster integral.
We shall not discuss Eq. (1.35) in any detail; instead we shall discuss the general features of (1.35) and all higher-order equations obtained by taking more and more terms in the series of inequalities (1.13). As we have already seen in connection with $z_{3}$ and in the derivation of (1.35), to obtain an inequality involving $z$ [such as (1.35)] one must use (1.13) many times, applying it over and over again until one obtains factorable integrals which can be evaluated in terms of $Z_{N-i}$ and certain cluster integrals. One will always end up with either of the
following types of inequalities:

$$
\begin{equation*}
\rho<z+\rho \sum_{i=1}^{L} a_{i} z^{i} \quad(L \text { even }) \tag{1.37a}
\end{equation*}
$$

or

$$
\begin{equation*}
\rho>z+\rho \sum_{i=1}^{L} a_{i} z^{i} \quad(L \text { odd }) \tag{1.37b}
\end{equation*}
$$

The $a_{n}$ 's (which will in general depend on $L$ ) will be given in terms of cluster integrals. The former inequality, (1.37a), will hold when $L$ is even and $a_{L}$ will be positive. For the case of odd $L,(1.37 \mathrm{~b})$ will hold and $a_{L}$ will be negative. It is important to note, however, that for a given $L$, the coefficients $a_{n}$ are not uniquely determined. Beginning with $L=2$, one can easily see that in applying the inequality (1.13) many times, several choices will present themselves. When $L$ is even, for example, the term $f_{12} f_{13} I_{N-1}(2 \cdots N)$ can be replaced simply by $f_{12} f_{13} I_{N-2}(3 \cdots N)$, as we did for the $z_{3}$ case, or we can replace it by $f_{12} f_{13}\left(1+f_{23}\right) I_{N-2}(3 \cdots N)$, or we can replace it by $f_{12} f_{13}\left(1+f_{23}\right)\left[1+(N-2) f_{24}+\right.$ $\left.\frac{1}{2}(N-2)(N-3) f_{24} f_{25}\right] I_{N-2}(3 \cdots N)$, which can then be further decomposed. There are many possibilities, and we shall return later to a discussion of some of the possible choices.

We first discuss how (1.37a) can yield a lower bound, and (1.37b) an upper bound, for $\boldsymbol{z}$. The two cases must be considered separately.
$L$ even: Define

$$
\begin{equation*}
H(z)=1-\sum_{1}^{L} a_{i} z^{i} \tag{1.38}
\end{equation*}
$$

whence

$$
\begin{equation*}
\rho(z)<\bar{\rho}(z)=z / H(z), \tag{1.39}
\end{equation*}
$$

if $H(z)>0$. Since $H(0)=1$ and $H( \pm \infty)=-\infty$, $H(z)$ has at least one positive root-call the smallest one $Q$. Thus for $0 \leq z \leq Q$, (1.39) gives an upper bound, $\bar{\rho}$, for $\rho$ as a function of $z$. Furthermore, $\bar{\rho} \rightarrow+\infty$ as $z \rightarrow Q$. We shall now prove that $\bar{\rho}(z)$ is a monotonically increasing function of $z$. Consequently, we are permitted to invert (1.39) and obtain a lower bound, $\bar{z}$, for $z$ which satisfies the equation

$$
\begin{equation*}
0=\bar{z}-\rho H(\bar{z}) \equiv h(\bar{z}) \tag{1.40}
\end{equation*}
$$

This lower bound is a monotonically increasing function of $\rho$, and as $\rho$ goes from zero to infinity, $\bar{z}$ goes from 0 to $Q$. Since the true $z(\rho)$ is unbounded as $\rho \rightarrow \infty$ (we have already proved $z>\rho$ ), $\bar{z}$ will not be a very good bound for large $\rho$. On the other hand, there is reason to believe that the value of $Q$ generally
tends to increase with $L$. Before turning to the proof of monotonicity, we remark that even if $\bar{\rho}(z)$ were not monotonic we could always construct a monotonic function by "rectifying" the $\bar{\rho}(z)$ curve, because we have already proved that the true $\rho(z)$ is a monotonic function. The lower bound $\bar{z}$, would then be a discontinuous function of $\rho$.
Proof of Monotonicity: Let us regard $\rho$ as a positive parameter in the polynomial Eq. (1.40). It is sufficient to prove that $d \bar{z} / d \rho>0$. Equation (1.40) has $L$ roots; $\bar{z}$ is the root which vanishes when $\rho=0$. Let $\rho$ be very small. The $L$ roots are approximately $\bar{z}=\rho$ and the $L-1$ roots of $-a_{L} x^{L-1}=1 / \rho$. Since $a_{L}>0$, none of these latter roots will be positive real, so that when $\rho$ is small, $\bar{z}$ will be the only positive real root. For the general $\rho$, let the real roots be $r_{1}>r_{2}>\cdots$. Since real roots always appear and disappear in pairs at a common point, $\bar{z}$ will always be either $r_{1}$ or $r_{3}$ or $r_{5}$, etc. and never $r_{2}$ or $r_{4}$, etc. As we showed in the discussion leading to Eq. (1.28),

$$
\begin{align*}
\frac{d \bar{z}}{d \rho} & =\frac{\bar{z}}{\rho}\left(\left.\frac{\partial h}{\partial z}\right|_{z=\bar{z}}\right)^{-1} \\
& =\frac{\bar{z}}{\rho^{2} a_{L}} \prod_{i \nsim i}\left(\bar{z}-r_{i}\right)^{-1} \prod_{K}\left(\bar{z}-\alpha_{K}\right)^{-1} \tag{1.41}
\end{align*}
$$

where $\bar{z}=r_{i}$, and $\alpha_{K}$ are the complex roots. Since $i$ is odd, the two products in Eq. (1.41) are positive. Thus $d \bar{z} / d \rho$ is positive if $\bar{z}$ is positive. But we have already shown that $\bar{z}$ is positive for small $\rho$. Hence $\bar{z}$ is always positive, Q.E.D.

To recapitulate, we have shown that (1.37a) yields a lower bound for $z$ as a function of $\rho$, valid for all $\rho$. We turn now to (1.37b).

$$
\begin{equation*}
\rho(z)>\bar{\rho}(z)=z / H(z) . \tag{1.42}
\end{equation*}
$$

If $H(z)$ has real positive roots, the smallest of which is $Q$, then (1.42) will imply that $z<Q$ for all $\rho$. But this is patently absurd since $z(\rho)$ is unbounded. Therefore, $R(z)$ can have no real positive roots and $\bar{\rho}(z)$ is positive for all $z>0$. The function $\bar{\rho}(z)$ has a positive slope for small $z$ and goes to zero for large $z$. There is at least one value of $z$ for which $d \bar{\rho} / d z=0$, but there may be more if Eq. (1.40) has more than two real positive roots for some $\rho>0$. In any event, let $Q$ be the smallest value of $z$ for which $d \bar{\rho} / d z=0$, and let $R=\bar{\rho}(Q)$. Then for $0 \leq \rho \leq R$ we may invert (1.42) and thereby obtain a monotonically increasing upper bound, $\bar{z}(\rho)$ for $z$. As we warned at the beginning, the lower bound situation is more favorable than the upper bound. The latter exists only for $\rho<R$ while the former exists for all $\rho$.

But $R$ depends on $L$ and there is reason to believe that it tends to increase with $L$.
For either $L$ odd or even we can immediately find the corresponding bound $\bar{F}$ for $F$ with the help of Eq. (1.39) or Eq. (1.42). From Eq. (1.10),

$$
\begin{align*}
& \bar{F}(\rho)=\frac{k T}{\rho} \int_{0}^{\rho} \ln \left(\frac{\bar{z}\left(\rho^{\prime}\right)}{\rho^{\prime}}\right) d \rho^{\prime} \\
& \quad=k T\left[1+\ln \left(\frac{\bar{z}(\rho)}{\rho}\right)-\frac{1}{\rho} \int_{0}^{\rho} \frac{d \bar{z}\left(\rho^{\prime}\right)}{d \rho^{\prime}} \frac{\rho^{\prime}}{\bar{z}\left(\rho^{\prime}\right)} d \rho^{\prime}\right] \\
& \quad=k T\left[1+\ln \left(\frac{\bar{z}(\rho)}{\rho}\right)-\frac{1}{\rho} \int_{0}^{\bar{z}(\rho)} \frac{d z}{H(z)}\right] . \tag{1.43}
\end{align*}
$$

The last integral is elementary.
We turn now to consider the relationship of our procedure to the standard cluster integral methods of the theory of imperfect gases. ${ }^{2}$ In the standard theory one has the following equations:

$$
\begin{array}{r}
\rho=\sum_{1} j b_{i} z^{i}=z\left[1+\sum_{1}(j+1) b_{i+1} z^{i}\right] \\
P=k T \sum_{1} b_{i} z^{i} \\
=\rho k T\left[1-\sum_{1} \frac{j}{j+1} \beta_{i} \rho^{i}\right] \\
F=k T\left[1-\ln \left(1+\sum_{1}(j+1) b_{i+1} z^{i}\right)\right. \\
\left.-\left[\frac{1+\sum_{1} b_{i+1} z^{i}}{1+\sum_{1}(j+1) b_{i+1} z^{i}}\right]\right] \\
=-k T \sum_{1} \frac{1}{j+1} \beta_{i} \rho^{i}, \tag{1.46b}
\end{array}
$$

where the $b_{i}$ are the cluster integrals for $j$ particles ( $b_{1}=1$ ), and the $\beta_{i}$ are the irreducible cluster integrals for $j+1$ particles. There exists a simple algebraic relation between the two. ${ }^{5}$ Consider the function

$$
\begin{equation*}
\bar{H}(z)=\frac{z}{\rho(z)}=1-\sum_{i}^{\infty} \alpha_{i} z^{i} \tag{1.47}
\end{equation*}
$$

where we have supposed that $H$ is analytic, and hence has a power series, for sufficiently small $|z|$. Equating the two power series in Eqs. (1.44) and (1.47), and defining $C_{i} \equiv(j+1) b_{i+1}$, we have

$$
\begin{equation*}
\sum_{1}^{\infty}\left(C_{i}-\alpha_{i}\right) z^{i}=\left(\sum_{1}^{\infty} \alpha_{i} z^{i}\right)\left(\sum_{1}^{\infty} C_{i} z^{i}\right) \tag{1.48}
\end{equation*}
$$

whence

$$
\begin{equation*}
\alpha_{i}=C_{i}-\sum_{i=1}^{i-1} \alpha_{s} C_{i-\varepsilon} \tag{1.49}
\end{equation*}
$$

[^71]The $\alpha$ 's are thus simply related to the $C$ 's; the first few relations are

$$
\begin{align*}
\alpha_{1} & =C_{1}=2 b_{2}, \\
\alpha_{2} & =C_{2}-C_{1}^{2}=3 b_{3}-4 b_{2}^{2}, \\
\alpha_{3} & =C_{3}-2 C_{2} C_{1}+C_{1}^{3}=4 b_{4}-12 b_{3} b_{2}+8 b_{2}^{3}, \\
\alpha_{4} & =C_{4}-2 C_{3} C_{1}-C_{2}^{2}+3 C_{1}^{2} C_{2}-C_{1}^{4} \\
& =5 b_{5}-16 b_{4} b_{2}-9 b_{3}^{2}+36 b_{2}^{2} b_{3}-16 b_{2}^{4}, \quad(1 \tag{1.50}
\end{align*}
$$

and

$$
\begin{gather*}
2 b_{2}=\alpha_{1}, \quad 3 b_{3}=\alpha_{2}+\alpha_{1}^{2}, \quad 4 b_{4}=\alpha_{3}+2 \alpha_{2} \alpha_{1}+\alpha_{1}^{3}, \\
5 b_{5}=\alpha_{4}+2 \alpha_{3} \alpha_{1}+\alpha_{2}^{2}+3 \alpha_{1}^{2} \alpha_{2}+\alpha_{1}^{4} . \tag{1.51}
\end{gather*}
$$

Whether or not the power series in (1.44) and (1.47) converge, Eq. (1.49) is a formal relation between the $\alpha$ 's and the $C$ 's. Furthermore, if $\bar{H}(z)$ is a meromorphic function of $z$ in the complex plane, then the series in (1.47) will converge up to the first zero of $\rho(z)$, and vice-versa. Thus the series in Eq. (1.47) may very well converge when the conventional series, (1.44) diverges.

It will be seen that the $\alpha_{i}$ which are sums of products of cluster integrals are the ideal $a_{i}$ to be used in (1.37a) and (1.37b). It will also be seen that if we look at any $a_{i}$ in (1.37), there will exist a $\lambda$ (depending on $j$ ), such that if $L>\lambda, a_{i}$ can be made equal to $\alpha_{j}$. When we say "can be", we have in mind that it is possible to iterate the inequalities, (1.13), so that $a_{j}$ is never equal to $\alpha_{j}$. This brings us to the question of choices for the $a_{j}$.

As was remarked above, the $b_{i}$ (and hence the $\alpha_{j}$ ) can be written in terms of irreducible cluster integrals. Another way to write the $b_{i}$ is

$$
\begin{equation*}
b_{i}=\sum_{n=i-1}^{\frac{1}{2} i(i-1)} b_{i}^{n}, \tag{1.52}
\end{equation*}
$$

where $b_{i}^{n}$ is that part of the cluster integral for $j$ particles which contains exactly $n$ bonds. Now, in deriving Eqs. (1.37) up to $L=3$ (i.e., the equations for $z_{1}$ to $z_{4}$ ), it may be observed that we were always able to arrange matters so as to include all terms involving $L$ or fewer $f$ bonds, and no terms involving more than $L$ bonds. In other words, the $\alpha_{j}$ in Eq. (1.50) can themselves be thought of as sums of integrals involving various numbers of bonds. A term such as $b_{2} b_{3}=\left(b_{2}^{1}\right)\left(b_{3}^{2}+b_{3}^{3}\right)$ is a sum of two terms with three and four bonds, respectively. If we admit in $\alpha_{i}$ only terms with up to $L$ bonds, we have $\alpha_{i}=0$ for $j>L$, and obtain the appropriate $a_{;}$coefficients in (1.37). [This procedure, it should be remarked, is not the same thing
as ignoring terms with $n>L$ in Eq. (1.51)]. Having obtained this set of $a_{i}$ 's, Eq. (1.51) then defines a new set of $b_{i}$ 's. It is these latter coefficients which, when inserted into Eq. (1.46a) gives an upper/lower bound for $F$ as explained before.

Another choice which suggests itself is to replace all $\beta_{i}$ 's by "ring" integrals, as is so frequently done. This would give rise to a set of $b_{i}$ 's and, by Eq. (1.50) to a set of $a_{i}$ 's. It seems to be true that these $a_{i}$ 's are a legitimate set to insert in Eq. (1.37a) ( $L$ would then be infinite), although we have not proved this.

## II. CORRELATION FUNCTIONS AND INTERNAL ENERGY

In this section we show how the procedures developed above may be applied to find upper/lower bounds for correlation functions, potentials of average force, internal energy, and entropy.

We define the $r$-particle correlation function by

$$
\begin{align*}
& g\left(\mathbf{x}_{1}, \cdots, \mathbf{x}_{r}\right) \\
& \quad=\frac{V^{r}}{V^{N} Z_{N}} \int I_{N}\left(\mathbf{x}_{1}, \cdots, \mathbf{x}_{N}\right) \prod_{r+1}^{N} d^{3} \mathbf{x}_{i} . \tag{2.1}
\end{align*}
$$

From these we define ${ }^{6}$ the potentials of average force by

$$
\begin{equation*}
w\left(\mathbf{x}_{1}, \cdots, \mathbf{x}_{r}\right)=-k T \ln g\left(\mathbf{x}_{1}, \cdots, \mathbf{x}_{r}\right) \tag{2.2}
\end{equation*}
$$

The correlation functions satisfy

$$
\begin{equation*}
\int_{V} g\left(\mathbf{x}_{1}, \cdots, \mathbf{x}_{r}\right) d^{3} \mathbf{x}_{r}=V g\left(\mathbf{x}_{1}, \cdots, \mathbf{x}_{r-1}\right) \tag{2.3}
\end{equation*}
$$

from which it follows that for an infinite system, and for a suitably behaved potential,

$$
\begin{equation*}
\lim _{\mathbf{x}_{r \rightarrow \infty}} g\left(\mathbf{x}_{1}, \cdots, \mathbf{x}_{r}\right)=g\left(\mathbf{x}_{1}, \cdots, \mathbf{x}_{r-1}\right) \tag{2.4}
\end{equation*}
$$

We also define the excess internal energy per particle by

$$
\begin{equation*}
E=-T^{2}(\partial / \partial T) F / T \tag{2.5}
\end{equation*}
$$

and the excess entropy per particle by ${ }^{7}$

$$
\begin{equation*}
S=-\partial F / \partial T=(E-F) / T \tag{2.6}
\end{equation*}
$$

The internal energy is also given in terms of the two-particle correlation function by

$$
\begin{equation*}
E=\frac{1}{2} \rho \int G(\mathbf{x}) U(\mathbf{x}) d^{3} \mathbf{x} \tag{2.7}
\end{equation*}
$$

where

$$
\begin{equation*}
g\left(\mathbf{x}_{1}, \mathbf{x}_{2}\right)=G\left(\mathbf{x}_{1}-\mathbf{x}_{2}\right) . \tag{2.8}
\end{equation*}
$$

[^72]Finally, we can obtain $F$ in terms of $E$ by

$$
\begin{equation*}
F=T \int_{T}^{\infty} \frac{E\left(T^{\prime}\right)}{T^{\prime 2}} d T^{\prime} \tag{2.9}
\end{equation*}
$$

which latter expression, when inserted into Eq. (2.6), gives $S$ entirely in terms of $E$.

In order to obtain upper/lower bounds for $E$, we certainly are not permitted to differentiate the previously derived bounds for $F$. But from the fact that $U \leq 0$, Eq. (2.7) tells us that upper/lower bounds for $G$ will yield lower/upper bounds for $E$. These bounds will in turn yield new lower/upper bounds for $F$ with the help of Eq. (2.9), and these new bounds will turn out to be different from the ones we obtained before. Finally, both an upper and a lower bound for $E$ will yield both an upper and a lower bound for $S$ with the help of Eqs. (2.6) and (2.9). Alternatively, one does not have to use Eq. (2.9) in (2.6); one can use one of the bounds for $F$ found previously. Bounds for the correlation functions will also yield bounds for the potentials of average force.

Let us turn now to the question of finding bounds for the correlation functions. We demonstrate the analysis only for the two-particle function, the extension to higher functions being obvious. Using the first inequality of (1.13), together with the fact that $1+f_{12}=\exp (-U / k T) \geq 0$, we have

$$
\begin{align*}
& G\left(\mathbf{x}_{1}-\mathbf{x}_{2}\right)=\left(1+f_{12}\right) V^{2-N} Z_{N}^{-1} \\
& \quad \times \int \prod_{i=3}^{N}\left(1+f_{1}\right) I_{N-1}(2, \cdots, N) \prod_{3}^{N} d^{3} \mathbf{x}_{i} \\
& \quad<\left(1+f_{12}\right) V^{2-N} Z_{N}^{-1} \int I_{N-1}(2, \cdots, N) \prod_{3}^{N} d^{3} \mathbf{x}_{i} \\
& =\left(1+f_{12}\right)(z / \rho) . \tag{2.10}
\end{align*}
$$

To obtain a lower bound, we use the second inequality of (1.13) on the factor $\Pi\left(1+f_{1 i}\right)$, and the first inequality of (1.13) on the term $f_{13} I_{N-1}(2, \cdots N)$ which arises from the former inequality. The result is

$$
\begin{equation*}
G\left(\mathbf{x}_{1}-x_{2}\right)>\left(1+f_{12}\right)(z / \rho)\left[1+\beta_{1} z\right] . \tag{2.11}
\end{equation*}
$$

The next bound, obtained by using the third inequality of (1.13) on $\Pi\left(1+f_{1 i}\right)$ and the second inequality on $\Pi\left(1+f_{2}\right)$, gives an improved dependence on $G$ on $\mathbf{x}$, viz.

$$
\begin{align*}
G\left(\mathbf{x}_{1}-\mathbf{x}_{2}\right) & <\left(1+f_{12}\right)(z / \rho) \\
\times & {\left[1+\beta_{1} z+\frac{3}{2}\left(\beta_{1} z\right)^{2}+z K(\mathbf{x})\right] } \tag{2.12}
\end{align*}
$$

where

$$
\begin{equation*}
K\left(\mathbf{x}_{1}-\mathbf{x}_{2}\right)=\int f_{13} f_{23} d^{3} \mathbf{x}_{3} \tag{2.13}
\end{equation*}
$$

As before, one can proceed to obtain better inequalities on $G$ by using (1.13) repeatedly. The only unknown quantity in the inequalities is $z$, but the bounds on $z$ obtained before can be used.

It is to be noticed that at each stage we explicitly take out the factor $\left(1+f_{12}\right)$. [We would take out the factor $\left(1+f_{12}\right)\left(1+f_{13}\right)\left(1+f_{23}\right)$ for three particles, etc.]. This means that even for a very large potential, $U$, the corresponding bound on $E$ [Eq. (2.7)], will be quite sensible. On the other hand, while our bounds on $G$ may be good for small $\left|x_{1}-x_{2}\right|$, they are incorrect asymptotically. From Eq. (2.4) we see that as $\mathrm{x} \rightarrow \infty, G(\mathrm{x}) \rightarrow 1$, but our bounds do not have this property. What happens, presumably, is that as we use higher inequalities in (1.13), $G(x)$ gets better for larger and larger $x$, but is never correct at $x=\infty$. Yet there is some advantage in this for, setting $\left|\mathbf{x}_{1}-\mathbf{x}_{2}\right|=\infty$ in Eqs. (2.10) to (2.12), we obtain, respectively,

$$
\begin{align*}
& \rho<z, \quad \rho>z\left[1+\beta_{1} z\right],  \tag{2.14}\\
& \rho<z\left[1+\beta_{1} z+\frac{3}{2} \beta_{1}^{2} z^{2}\right],
\end{align*}
$$

and so on for higher inequalities. These latter bounds on $z$ are similar to, but qualitatively different from the bounds [Eq. (1.37)] we obtained before. They are also not quite as good as the former bounds, but they have the advantage of making the integral in Eq. (1.43) easier to do. It is also clear that the bounds in Eq. (2.14) are more similar to the familiar standard Eq. (1.44).
We conclude with the observation that one can obtain some integral inequalities for $G$. Unfortunately, these cannot be inverted and still keep the sense of inequality. As an example, consider

$$
\begin{align*}
& G\left(\mathbf{x}_{1}-\mathbf{x}_{2}\right)>\left(1+f_{12}\right) V^{2-N} Z_{N}^{-1} \\
& \quad \times \int\left(1+(N-3) f_{13}\right) I_{N-1}(2 \cdots N) \prod_{3}^{N} d^{3} \mathbf{x}_{i} \\
& =\left(1+f_{12}\right)\left(\frac{z}{\rho}\right)\left[1+\rho \int f_{13} G\left(\mathbf{x}_{3}-\mathbf{x}_{2}\right) d^{3} \mathbf{x}_{3}\right] \\
& >\left(1+f_{12}\right)\left(\frac{z}{\rho}\right)+z \int f_{13} G\left(\mathbf{x}_{3}-\mathbf{x}_{2}\right) d^{3} \mathbf{x}_{3} . \tag{2.15}
\end{align*}
$$

The last inequality was introduced merely to make the equation tractable by Fourier transforms. It is indeed a great pity that we are not permitted to invert Eq. (2.15). If we could do so [or if we ignore the question of bounds, and regard (2.15) simply as a good approximation to G], then we could obtain straightaway the Debye-Hückel law for an electron gas. There would be no need for the usual tenuous assumptions about analytic continuation and con-
vergence that plague the standard cluster integral treatment of the electron gas. ${ }^{8}$ Equation (2.15) does have the advantage, however, that if we insert Eq. (2.10) into its right-hand side, we obtain $G\left(\mathbf{x}_{1}-\mathbf{x}_{2}\right)>\left(1+f_{12}\right)(z / \rho)\left[1+\beta_{1} z+z K(\mathbf{x})\right]$, an equation that complements Eq. (2.12) above.

## III. MORE GENERAL POTENTIALS

The methods we have presented fail unless $U>0$. If, on the other hand, $U<0$ then all the inequalities in (1.13) become lower bounds, viz.

$$
\begin{align*}
I_{N} & >I_{N-1} \\
& >\left(1+\sum_{i} f_{1 i}\right) I_{N-1} \quad(U<0), \tag{3.1}
\end{align*}
$$

etc.
One could then carry through the same analysis as before and obtain a series of upper bounds for $z, F, E$, and the correlation functions (but not for $P$ and $S$ ). This case is a little different from the previous one in two important respects.
(i) Each bound is valid for all $\rho$ (i.e. $R_{n}=\infty$ for all $n$ ).
(ii) Since all terms are now positive, there are many more possible choices in the application of (1.13). For example, we can see without further ado, that if we truncate the series in Eq. (1.44) we obtain an upper bound for $z$, viz.,

$$
\begin{equation*}
\rho<\sum_{i=1}^{L} j b_{i} z^{i} \tag{3.2}
\end{equation*}
$$

for any $L$.
The purely attractive potential, unfortunately, is not very interesting. For the mixed potential we can use the following decomposition:

$$
\begin{align*}
& U(\mathbf{x})=U^{+}(\mathbf{x})+U^{-}(\mathbf{x}),  \tag{3.3}\\
& U^{+}(\mathbf{x})=U(\mathbf{x}) \quad \text { if } \quad U(\mathbf{x})>0, \\
&  \tag{3.4}\\
& =0 \quad \text { if } \quad U(\mathbf{x})<0, \\
& U^{-}(\mathbf{x})=U(\mathbf{x})  \tag{3.5}\\
& =0 \quad \text { if } \quad U(\mathbf{x})<0, \\
& \\
& =0 \quad \text { if } \quad U(\mathbf{x})>0 .
\end{align*}
$$

[^73]Consequently,
$1+f=\exp (-U / k T)=\left(1+f^{+}\right)\left(1+f^{-}\right)$,
where

$$
\begin{equation*}
f^{-}>0, \quad-1<f^{+}<0 \tag{3.7}
\end{equation*}
$$

One can now use (1.13) on $\left(1+f^{+}\right)$and $\left(1+f^{-}\right)$ separately. The expansion of $\left(1+f^{-}\right)$always gives an upper bound for $z$; therefore, one can only use combinations of (1.13) applied to ( $1+f^{+}$) that likewise give upper bounds for $z$ (i.e. the second, fourth, etc. inequalities).

## APPENDIX

Let $a_{i}$ be a set of real numbers defined for $j=$ $1,2, \cdots, M$ such that $0 \geq a_{i} \geq-1$ for all $j$. Let $f(s)$ be defined as

$$
\begin{equation*}
f(s)=\prod_{i=1}^{M}\left(1+s a_{i}\right)=\sum_{n=0}^{M} s^{n} K_{n}(\{a\}) \tag{A1}
\end{equation*}
$$

where
$K_{n}(\{a\})=\sum_{\left\{\alpha_{1}, \alpha_{2}, \cdots, \alpha_{n}\right\}} a_{\alpha_{1}} \cdots a_{\alpha_{n}}, \quad K_{1}=1$.
The summation in Eq. (A2) is over all distinct $n$ tuples $\alpha_{1}, \cdots, \alpha_{n}$.

Theorem: ${ }^{9}$ If $0 \leq s \leq 1$ then

$$
\begin{equation*}
f(s) \gtrless \sum_{n=0}^{L} s^{n} K_{n}(\{a\}), \tag{A3}
\end{equation*}
$$

where $L$ is any integer from 0 to $M$, and where the $>$ sign holds if $L$ is odd, the $<$ sign holds if $L$ is even.
Proof: The sum in Eq. (A3) is just the first $L+1$ terms in a Taylor series for $f$ about $s=0$. Define $g_{n}(s)=d^{n} f / d s^{n}$. By the remainder theorem for Taylor's series, the theorem will be proved if we can show that for all $0<s<1, g_{L+1}(s)>0$ ( $L$ odd), $g_{L+1}(s)<0$ ( $L$ even). But a simple calculation shows that $g_{n}(s)=n!f(s) K_{n}(\{b\})$ where $b_{i}=a_{i}\left(1+s a_{j}\right)^{-1}$. Since $f(s)>0$ and $b_{i}<0$ for $0<s<1$, the theorem is proved.

Remark: There is no guarantee that the $(L+2)$ th partial sum gives a better bound for $f$ than the $L$ th partial sum. It may very well be worse.
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#### Abstract

The exact asymptotic form of the coefficients of some two-dimensional Ising-model series is derived. A preliminary comparison with some three-dimensional series suggests that the asymptotic nature of their coefficients is not inconsistent with the same analytic behavior.


## I. INTRODUCTION

PRINCIPALLY through the pioneering work of Domb ${ }^{1}$ and co-workers, methods have been developed to compute a number of terms in a powerseries expansion of the partition function of the Ising model. With these results established, a great deal of effort has been spent in trying to predict critical points, and the behavior of thermodynamic functions near the critical point, for many lattices. This is usually accomplished by fitting the coefficients of the series to some functional form by various approximation techniques. A particular prediction is generally supposed to be reasonable if the same technique gives close agreement with the known exact results for the two-dimensional model. Unfortunately one can never be certain of the validity of such predictions unless he knows the precise analytic form of the coefficients or, in other words, the solution of the problem. The recent work of Domb and Sykes ${ }^{2}$ and Baker ${ }^{3}$ would seem to indicate that the nature of the singularity in the magnetic susceptibility for both two- and threedimensional lattices is of the same mathematical form. One might expect that such similarities ought somehow to be hidden in the as yet unknown functional form of the coefficients of the various series expansions.

We shall derive exact asymptotic expressions for the coefficients of the series expansions of the known two-dimensional partition function, and spontaneous magnetization. The latter are obtainable through a well-known method of Darboux, ${ }^{4}$ while the former can be found by the application of some powerful theorems of Hamy, ${ }^{5}$ based on Darboux's work. We then show that the coefficients of the series expansion for the three-dimensional simple cubic lattice ap-

[^75]pear to exhibit a form not inconsistent with the same analytic behavior as that of the two-dimensional square lattice. Without too much work, we extrapolate to a critical point in agreement with an analysis of Domb. ${ }^{6}$
Such a result is highly suggestive. Indeed, if it could be shown that the three-dimensional partition function belongs to the same class of functions, in a sense to be defined, as does that the two-dimensional partition function (a conjecture which seems likely), the asymptotic behavior of the three-dimensional series could be established with certainty. The problem of predicting critical points from series expansions could then be regarded as solved. Further, if such a proof could be constructed, it might even be possible to predict some of the functions from which these expansions arose. Systematic methods for such predictions can be developed using a modification of the theory of converging factors of Dingle ${ }^{7}$ and Mueller. ${ }^{8}$

We shall confine our analysis of the exact twodimensional results to the simple square lattice. The techniques may be applied with equal facility to other lattices.

## II. SPONTANEOUS MAGNETIZATION OF THE SQUARE LATTICE

The spontaneous magnetization of the square lattice was found by Onsager and Kaufman, ${ }^{9}$ and Yang and Lee ${ }^{10}$ to be

$$
\begin{equation*}
M=\left[\left(1+x^{2}\right)\left(1-6 x^{2}+x^{4}\right)^{\frac{1}{2}} /\left(1-x^{2}\right)^{2}\right]^{\frac{1}{2}} \tag{1}
\end{equation*}
$$

where $x=\exp (-2 J / k T) . J$ is a constant which measures the strength of the interaction between neighboring lattice points, and $T$ is the temperature.

[^76]The corresponding series expansion given by Domb ${ }^{11}$ is, up to the term in $x^{18}$,

$$
\begin{gather*}
M=1-2 x^{4}-8 x^{6}-34 x^{8}-152 x^{10}-714 x^{12} \\
-3472 x^{14}-17318 x^{16}-88048 x^{18} \tag{2}
\end{gather*}
$$

We derive the asymptotic form of the coefficients of this series from Eq. (1) by a theorem of Darboux.

Suppose that, on the circle of convergence, a function $f(z)$ has an algebraic singularity so that

$$
\begin{equation*}
f(z)=(z-\alpha)^{k} \phi(z)+\psi(z) \tag{3}
\end{equation*}
$$

where $\phi$ and $\psi$ are two functions regular at $z=\alpha$. Then Darboux has shown that the asymptotic form of the coefficients in the expansion of $f(z)$ can be obtained by substituting for its expansion that of $\phi(\alpha)(z-\alpha)^{k}$. Higher approximations may be obtained by replacing $f(z)$ by

$$
\left[\sum_{r=0}^{p} \frac{(z-\alpha)^{r}}{r!} \phi^{(r)}(\alpha)\right](z-\alpha)^{k},
$$

the error involved in stopping at the $n$th term being always of the order of $1 / n$ times this term.

Applying the theorem to the function $M$ of Eq. (1), we write $x^{2}=z$, so that

$$
\begin{align*}
& M=(1-z)^{-\frac{1}{2}}(1+z)^{\frac{1}{2}}(z-3+2 \sqrt{2})^{\frac{1}{2}} \\
& \times(z-3-2 \sqrt{2})^{\frac{1}{2}} . \tag{4}
\end{align*}
$$

The nearest algebraic singularity to the origin, which gives the dominant contribution, is at $z=3-2 \sqrt{2}$. Thus we take $\alpha=(3-2 \sqrt{2}), k=\frac{1}{8}$ and the theorem shows that, to first approximation, the asymptotic expansion of $M$ is given by the expansion of

$$
\begin{array}{r}
M \simeq[(z-(3-2 \sqrt{2}))]^{\frac{1}{f}}\left[(1-z)^{-\frac{1}{2}}(1+z)^{\frac{t}{2}}\right. \\
\left.\times(z-3-2 \sqrt{2})^{\frac{t}{2}}\right]_{z-\alpha} \tag{5}
\end{array}
$$

We write

$$
\begin{equation*}
M=\sum_{n=0}^{\infty} a_{n} z^{n} \tag{6}
\end{equation*}
$$

and expand $[z-(3-2 \sqrt{2})]^{\frac{1}{2}}$ in a power series in $z$. The coefficients are then given, to first Darboux approximation, as

$$
\begin{align*}
a_{n} \simeq & (10 \sqrt{2}-12)^{\frac{1}{3}} \\
& \times\left[(n-9 / 8)!/ n!\left(-\frac{1}{8}\right)!\right](3+2 \sqrt{2})^{n} \tag{7}
\end{align*}
$$

The values found from this first approximation, and the second approximation to the coefficients of $z^{n}$ are compared in Table I with the exact coefficients

[^77]Table I. Comparison between actual coefficients of the series expansion for $M$ and Darboux first and second approximation.

| Order of co- <br> efficient of $x^{2}$ <br> $n$ | Coefficient <br> Darboux first <br> approximation | Second <br> approximation | Actual <br> coefficient |
| :---: | :---: | :---: | ---: |
| 6 | 370 | 700 | 714 |
| 7 | 3300 | 3410 | 3472 |
| 8 | 16350 | 17020 | 17318 |
| 9 | 84830 | 86620 | 88048 |

of Eq. (2). The maximum possible error in the first approximation is of the order of $1 / n$ times the approximant, while that of the second is $O\left(1 / n^{2}\right)$. The values tabulated lie well within these limits.

It is clear then that Darboux's method yields an asymptotic form of considerable numerical accuracy. However, it deals only with contributions from the dominant singularity. For our later comparison with three-dimensional series, it is desirable to try to estimate the form of contributions from less important singularities, lying outside the circle of convergence and vanishingly small in numerical magnitude, with increasing order. The methods of Hamy which we use below throw some light on this problem.

## III. ASYMPTOTIC BEHAVIOR OF THE PARTITION FUNCTION OF THE SQUARE LATTICE

The partition function in the absence of a magnetic field has been given by Onsager. ${ }^{11}$ In terms of a function $\Lambda(1, x)$ it is
$\ln \Lambda(1, x)=\ln \left(1+x^{2}\right)$

$$
\begin{equation*}
+\frac{1}{2 \pi} \int_{0}^{\pi} \ln \left\{\frac{1}{2}\left[1-\left(1-k_{1}^{2} \sin ^{2} \varphi\right)^{\frac{1}{2}}\right]\right\} d \varphi, \tag{8}
\end{equation*}
$$

where

$$
\begin{equation*}
(1 / N) \ln (\text { P.F. })=-\frac{1}{2} C \ln x+\ln \Lambda(1, x) \tag{9}
\end{equation*}
$$

$C$ is the coordination number of the lattice, which is 4 for the square lattice. The variable $k_{1}$ is defined by

$$
\begin{equation*}
k_{1}=4 x\left(1-x^{2}\right) /\left(1+x^{2}\right)^{2} \tag{10}
\end{equation*}
$$

The series expansion in powers of $x^{2}$ up to the term in $x^{24}$ of the function $\Lambda(1, x)$ was found by Domb to be
$\ln \Lambda(1, x)=x^{4}+2 x^{6}+\frac{9}{2} x^{8}+12 x^{10}$

$$
\begin{align*}
& +\frac{112}{3} x^{12}+130 x^{14} \\
& +490 \frac{1}{4} x^{18}+1956 \frac{2}{3} x^{18}+8174 \frac{1}{5} x^{20} \\
& +35302 x^{22}+156777 \frac{1}{2} x^{24}+\cdots \tag{11}
\end{align*}
$$

We integrate by parts once, and find

$$
\begin{align*}
& \ln \Lambda(1, x)=\ln \left(1+x^{2}\right) \\
& \quad+\frac{1}{2 \pi} \int_{0}^{\pi} \frac{\phi \cos \varphi}{\sin \varphi} d \varphi\left[\left(1-k_{1}^{2} \sin ^{2} \varphi\right)^{-\frac{1}{2}}-1\right] . \tag{12}
\end{align*}
$$

In order to determine the asymptotic behavior of the series expansion for $\ln \Lambda(1, x)$ we first find the coefficient of $\left(x^{2}\right)^{n}$ in the integrand of Eq. (12), for large $n$, and then integrate over $\phi$. Consider then the function

$$
\begin{align*}
& f(z)=f\left(x^{2}\right)=\left(1-k_{1}^{2} \sin ^{2} \varphi\right)^{-\frac{1}{2}} \\
& \quad=(1+z)^{2}\left[(1+z)^{4}-16 z(1-z)^{2} \sin ^{2} \varphi\right]^{-\frac{1}{2}} . \tag{13}
\end{align*}
$$

The coefficients of the expansion of $f(z)$ may be found by the method of Darboux. However this deals only with contributions from the chief singularity. We therefore appeal to some theorems of Hamy.

The coefficient $b_{n}$ of $z^{n}$ in $f(z)$ may be written as

$$
\begin{equation*}
b_{n}=\frac{1}{2 \pi i} \oint z^{-(n+1)} f(z) d z \tag{14}
\end{equation*}
$$

where the integration is to be conducted along a closed contour around the origin in the complex $z$ plane.

## A Theorem of Hamy

Definition. Contours of the first and third kind. Given a point $\alpha$ in the complex plane, and a contour BCD, the contour is defined as one of the first kind with respect to $\alpha$ if:

1. The extremities B, D of the contour are at a greater distance from the origin than the point $\alpha$.
2. The line $0 \alpha$ intersects the contour at a single point or satisfies this condition after a suitable deformation.

This is illustrated in Fig. 1. Consider the contour $\alpha b$ of Fig. 2. Suppose that all the points of the contour are farther from the origin than $\alpha$. Such a contour is one of the third kind with respect to $\alpha$. Hamy also defines contours of the second kind, but these will not concern us.

Theorem. Evaluation of $I=1 / 2 \pi i \int F(z) z^{-(m+1)} d z$ along a contour of the first kind.

Let $\alpha$ be the singularity of $F(z)$ closest to the origin. Suppose that $\alpha$ is separated from the origin and any other singularities of $F(z)$ by finite distances, and that the contour does not include any singularities of $F(z)$ at a distance from the origin $\leq|\alpha|$. Further suppose that in the neighborhood of $\alpha$, $F(z)$ can be expanded as

Fig. 1. Contour of the first kind.

$F(z)=\phi(z)+A_{1}\left(1-\frac{z}{\alpha}\right)^{\alpha_{1}}$

$$
\begin{equation*}
+A_{2}\left(1-\frac{z}{\alpha}\right)^{\alpha_{2}}+\cdots+A_{p}\left(1-\frac{z}{\alpha}\right)^{\alpha_{p}} \psi_{p}(z) \tag{15}
\end{equation*}
$$

where $\phi(z)$ is regular, and $\psi_{p}(z)$ finite in the neighborhood of $\alpha . A_{1}, A_{2}, \cdots A_{p}$ are constants, and $\alpha_{i}>-1$, $i=1,2,3, \cdots p$, and the $\alpha_{i}$ satisfy $\alpha_{1}<\alpha_{2}<$ $\alpha_{3} \cdots<\alpha_{p}$. Under these conditions, the expression

$$
\begin{equation*}
\frac{A_{1}}{\alpha^{n}} \frac{\left(n-\alpha_{1}-1\right)!}{\left(-\alpha_{1}-1\right)!n!}+\frac{A_{2}}{\alpha^{n}} \frac{\left(n-\alpha_{2}-1\right)!}{\left(-\alpha_{2}-1\right)!n!}+\cdots \tag{16}
\end{equation*}
$$

furnishes an asymptotic expansion for the integral $I$ taken along a contour of the first kind with respect to $\alpha$, in the sense that the ratio of successive terms is of the order of $1 / n$.

Corollary 1. Consider the integral $I$ along a closed contour which encircles the origin, and suppose that there are no branch points along the contour. Let $\alpha$ be that singularity of $F(z)$ external to $C$, which lies closest to the origin. The contour may be deformed arbitrarily. In particular, take a contour DEAB of radius $>|\alpha|$. The contour ABDE, Fig. (3), is clearly of the first kind with respect to $\alpha$, and the expression (16) is applicable.

Corollary 2. Suppose that the contour ABC is of the first kind with respect to two singular points, $\alpha$ and $\beta$, equidistant from the origin. Let $E$ be a point further from the origin than $\alpha$ or $\beta$, Fig. 4. Then

$$
\begin{equation*}
\int_{\mathrm{ABC}}=\int_{\mathrm{ABE}}+\int_{\mathrm{EBC}} \tag{17}
\end{equation*}
$$

Fig. 2. Contour of the third kind.



Fig. 3. Illustration of Corollary 1.
The paths ABE, EBC are of the first kind with respect to $\alpha$ and $\beta$, respectively. The theorem must be applied to both points and the contributions added.

Let us return now to Eqs. (13) and (14) and apply the theorem to the integral $b_{n}$. The singularities of $f(z)$ which we denote by $z_{+}, \bar{z}_{+}, z_{-}, \bar{z}_{-}$where bars indicate complex conjugates, are

$$
\begin{align*}
z_{-}= & \left(1-e^{2 i \varphi}\right) \\
& \pm\left[\left(1-2 e^{2 i \varphi}\right)^{2}-1\right]^{\frac{1}{j}} ; \quad p h(i)=\frac{1}{2} \pi \tag{18}
\end{align*}
$$

and since $\phi \geq 0,\left|z_{+}\right| \geq\left|z_{-}\right|$. The original contour may be distorted to obtain the new contour shown in Fig. 5. The chief contributions to the integral will be those from the singularities $z_{-}, \bar{z}_{-}$. Expanding $f(z)$ about $z_{-}$as indicated in Eq. (16), we obtain

$$
\begin{align*}
& f(z)=\left(z-z_{-}\right)^{-\frac{1}{2}}\left\{\left[\frac{f(z)}{\left(z-z_{-}\right)^{-\frac{1}{2}}}\right]_{z=z_{-}}\right. \\
& \left.+\left(z-z_{-}\right)\left[\frac{d}{d z} f(z)\left(z-z_{-}\right)^{\frac{1}{2}}\right]_{z=z_{-}}+\cdots\right\} \\
& =\left(1-\frac{z}{z_{-}}\right)^{-\frac{1}{z}} A_{1}+\cdots \tag{19}
\end{align*}
$$

+ higher terms,
where

$$
\begin{equation*}
A_{1}=\left(-z_{-}\right)^{-\frac{1}{2}}\left[f(z)\left(z-z_{-}\right)^{\frac{1}{2}}\right]_{z_{---}-} \tag{20}
\end{equation*}
$$

If we compare Eq. (19) with the expansions (14)


Fig. 4. Illustration of Corollary 2.

and (15), we see that for large $n$ the contribution to the integral from $z_{-}$is

$$
\begin{equation*}
\frac{\left(n-\frac{1}{2}\right)!}{\left(-\frac{1}{2}\right)!n!} \frac{A_{1}}{\left(z_{-}\right)^{n}}+\cdots \tag{21}
\end{equation*}
$$

Substituting for ( $z_{-}$) from Eq. (18) we find

$$
\begin{equation*}
A_{1}=i\left(\cos ^{-\frac{1}{\varphi}} \varphi\right)\left(e^{2 i \varphi}-1\right)^{\frac{1}{2}} \tag{22}
\end{equation*}
$$

The singularity $\bar{z}_{\text {_ }}$ gives an analogous contribution with $A_{1}$ replaced in (21) by its conjugate. Then from both singularities, $z_{-}$and $\bar{z}_{-}$, the total contribution to $b_{n}$ for large $n$ is

$$
\begin{align*}
& b_{n-} \simeq 2 \frac{\left(n-\frac{1}{2}\right)!}{\left(-\frac{1}{2}\right)!n!} \\
& \quad \operatorname{Re}\left\{\frac{i\left(e^{2 i \varphi}-1\right)^{\frac{1}{2}}}{\cos ^{\frac{1}{2}} \phi} \frac{1}{\left(z_{-}\right)^{n}}+\cdots\right\}, \tag{23}
\end{align*}
$$

with

$$
\begin{equation*}
z_{-}=\left(1-2 e^{2 i \varphi}\right)-\left[\left(1-2 e^{2 i \varphi}\right)^{2}-1\right]^{\frac{1}{2}} \tag{24}
\end{equation*}
$$

and Re denotes the real part of the quantity in brackets.

In precisely the same way, the contributions to $b_{n}$ from the singularities $z_{+}$and $\bar{z}_{+}$are found to be

$$
\begin{equation*}
b_{n+} \simeq \frac{2\left(n-\frac{1}{2}\right)!}{\left(-\frac{1}{2}\right)!n!} \operatorname{Re}\left\{\frac{\left(e^{2 i \varphi}-1\right)^{\frac{1}{2}}}{\cos ^{\frac{1}{4} \varphi}} \frac{1}{\left(z_{+}\right)^{n^{2}}}\right\} \tag{25}
\end{equation*}
$$

The term in $b_{n+}$ is vanishingly small compared with $b_{n-}$. However, we shall retain it for later comparison with a three dimensional series.

We return again to the original integral Eq. (12) whose asymptotic expansion we set out to find. Summarizing briefly, the first step, i.e., the evaluation of the coefficient for large $n$ of $\left(x^{2 n}\right)$ in the expansion of $\left(1-k_{1}^{2} \sin ^{2} \varphi\right)^{-\frac{1}{2}}$ has been completed, and is given by the sum of $b_{n-}$ and $b_{n+}$. It remains to carry out the integration over $\phi$. Substituting $b_{n-}$ into the integrand of Eq. (12), the coefficient of $\left(x^{2}\right)^{n}$ for large $n$ becomes

$$
\begin{align*}
C_{n-} & \simeq \frac{1}{2 \pi} \int_{0}^{\pi} \frac{\phi \cos \varphi}{\sin \varphi} d \varphi \\
& \times\left(\frac{2\left(n-\frac{1}{2}\right)!}{\left(-\frac{1}{2}\right)!n!}\right) \operatorname{Re}\left\{\frac{i\left(e^{2 i \varphi}-1\right)^{t}}{\cos ^{\frac{3}{2}} \varphi} \frac{1}{\left(z_{-}\right)^{n}}\right\} . \tag{26}
\end{align*}
$$

We change variables to $\omega=r e^{i \phi}$, so that Eq. (26) becomes
$C_{n-} \simeq \frac{\left(n-\frac{1}{2}\right)!}{\left(-\frac{1}{2}\right)!n!} \frac{\sqrt{2}}{\pi}$
$\operatorname{Re} \int_{c^{\circ}}^{\sigma^{i}} \frac{\left(\omega^{2}+1\right)^{\frac{1}{2}} \ln \omega d \omega}{\omega^{\frac{3}{2}}\left(\omega^{2}-1\right)^{\frac{1}{2}}\left\{1-2 \omega^{2}-\left[\left(1-2 \omega^{2}\right)^{2}-1\right]^{\frac{1}{2}}\right\}^{n}}$.
The path of integration is along the unit semicircle in the upper half $\omega$ plane. After rationalization of the denominator the integral may be written in the more convenient form

$$
\begin{equation*}
C_{n-} \simeq K \operatorname{Re} \int_{C} F(\omega) G^{n}(\omega) d \omega \tag{27}
\end{equation*}
$$

where

$$
\begin{align*}
K & =\frac{\sqrt{2}}{\pi} \frac{\left(n-\frac{1}{2}\right)!}{\left(-\frac{1}{2}\right)!n!},  \tag{28}\\
F(\omega) & =(\ln \omega)\left[\omega^{-\frac{-4}{2}}\left(\omega^{2}+1\right)^{\frac{1}{2}}\left(\omega^{2}-1\right)^{\frac{3}{2}}\right],  \tag{29}\\
G(\omega) & =\left(1-2 \omega^{2}\right)+\left[\left(1-2 \omega^{2}\right)^{2}-1\right]^{\frac{1}{2}} . \tag{30}
\end{align*}
$$

## A Further Theorem of Hamy

The integral (27) belongs to one of a special class dealt with by Hamy. He is concerned with the asymptotic evaluation of

$$
\begin{equation*}
J=\int_{c} F(\omega) G^{n}(\omega) d \omega \tag{31}
\end{equation*}
$$

taken along a contour of the third kind, subject to the following restrictions:

1. $|G(\omega)|$ is not a maximum at one of the extremities of the contour.
2. Nowhere along the contour is $G^{(1)}(\omega)$ equal to zero.
3. $|G(\omega)|$ is a maximum at $\omega=\gamma$, and $G(\omega)$ is analytic in the neighborhood of $\omega=\gamma$.
Then, expanding $F(\omega)$ in the vicinity of $\gamma$ as

$$
\begin{align*}
F(\omega)=(\omega-\gamma)^{s}\left[B_{1}\right. & +B_{2}(\omega-\gamma) \\
& \left.+B_{3}(\omega-\gamma)^{2}+\cdots\right] \tag{32}
\end{align*}
$$

it is shown that $J$ is given by the asymptotic expansion [Eq. (33)] in which the ratio of successive terms is again of the order of $(1 / n)$;
$J \simeq \frac{-2 \pi i}{(-\beta-1)!}\left(\frac{G}{G^{(1)}}\right)^{\beta+1} G^{n}\left\{B_{1} \frac{(n-\beta)!}{(n+1)!}\right.$

$$
\begin{align*}
& +(\beta+1) \frac{(n-\beta-1)!}{(n+1)!} \\
& \times\left[\frac{B_{1}}{2}\left[(\beta+2) \frac{G G^{(2)}}{\left(G^{(1)}\right)^{2}}-2 \beta\right]\right. \\
& \left.\left.-\frac{G}{G^{(1)}} B_{2}\right]+\cdots\right\} . \tag{33}
\end{align*}
$$

We have used the abbreviation

$$
\begin{equation*}
G, G^{(1)}, G^{(2)} \equiv G(\gamma), G^{(1)}(\gamma), G^{(2)}(\gamma) \tag{34}
\end{equation*}
$$

For further remarks on the applicability of the above expression, the original papers of Hamy should be consulated.

Our integral [Eq. (27)] falls into this class, for with $G(\omega)=\left(1-2 \omega^{2}\right)+\left[\left(1-2 \omega^{2}\right)^{2}-1\right]^{\frac{3}{2}}$, $G(\omega)$ satisfies conditions (1), (2), and (3). Further, $|G(\omega)| \max =3+2 \sqrt{2}$ at $\omega=\gamma$ where $\gamma=$ $\mathrm{e}^{\mathrm{ji} \mathrm{\pi}}=i$. Whence, expanding $F(\omega)$ about $\omega=i$ as indicated in Eq. (32), and applying the theorem, we find, after some algebra that

$$
\begin{align*}
C_{n-} & \simeq \operatorname{Re} \frac{(3+2 \sqrt{2})^{n}}{\left(-\frac{1}{2}\right)!} \frac{\left(n-\frac{1}{2}\right)!}{\left(-\frac{1}{2}\right)!n!} \frac{i}{\sqrt{2}} \\
& \times\left(\operatorname{Real} \text { term }-\frac{3}{2} i \frac{\left(n-\frac{3}{2}\right)!}{(n+1)!}\right. \\
& \left.\times\left\{\frac{\pi}{4}\left[\frac{5}{4}\left(1+\frac{1}{2 \sqrt{2}}\right)\right]-\frac{\pi}{2 \sqrt{2}}\right\}+\cdots\right) . \tag{35}
\end{align*}
$$

The first term inside the bracket is real and therefore gives no contribution. Finally, we obtain

$$
\begin{align*}
& C_{n-} \simeq(3+2 \sqrt{2})^{n}\left[\frac{\left(n-\frac{1}{2}\right)!}{\left(-\frac{1}{2}\right)!n!}\right]^{2} \\
& \quad+\frac{1}{\left(n-\frac{1}{2}\right)(n+1)}(0.571)\left[1+<O\left(\frac{2}{n}\right)\right] \tag{36}
\end{align*}
$$

This is the asymptotic value of the coefficient of of $\left(x^{2}\right)^{n}$ in the expansion of $\ln \Lambda(1, x)$ [Eq. (12)]. The coefficients calculated from this first approximation are compared in Table II with the exact

| Table II. Comparison between coefficients of the series expansion for $\ln \Lambda(1, x)$ and the asymptotic values. |  |  |
| :---: | :---: | :---: |
| Order of coefficient | Actual coefficient | First approximation |
| 7 | 130 | 110 |
| 8 | 490.25 | 423 |
| 9 | 1956.66 | 1784 |
| 10 | 8174.2 | 7640 |
| 11 | 35302 | 33600 |
| 12 | 156777.5 | 151700 |

values of Eq. (11). The maximum possible error in the calculated coefficients is theoretically of the
order of $2 / n$ times the coefficient, and we see that these lie well within these limits. Application of precisely the same method yields a contribution from the two unimportant singularities of the original integral [Eq. (12)], of the form

$$
\begin{align*}
C_{n^{+}} \simeq(3-2 \sqrt{2})^{n} & {\left[\frac{\left(n-\frac{1}{2}\right)!}{\left(-\frac{1}{2}\right)!n!}\right]^{2} \frac{1}{(n+1)} } \\
& \times \mathrm{const}\left[1+O\left(\frac{2}{n}\right)\right] . \tag{37}
\end{align*}
$$

In calculating higher-order coefficients numerically, such a contribution is completely insignificant, but nevertheless we assume that it exists.

## IV. SIMILARITY BETWEEN THE SQUARE AND CUBIC LATTICE SERIES FOR THE PARTITION FUNCTION

## A. High-Temperature Expansions in the Absence of a Magnetic Field

At high temperatures $x=\exp (-2 J / k T) \rightarrow 1$, and the series expansions (2), (11) are of no use. However expansion of $\Lambda(1, x)$ with respect to different variables will lead to series valid above the critical point. Thus $\Lambda(1, x)$ may be expanded in terms of the variables $u=(1-x) /(1+x)$ or $t=\left(1-x^{2}\right)$, to obtain series convergent at high temperatures. With a square lattice the high-temperature expansion follows immediately from the low-temperature expansion by noting that the variable $k_{1}^{2}=16 x\left(1-x^{2}\right) /\left(1+x^{2}\right)^{2}$ of Eq. (12) is invariant to the transformation $u=(1-x) /(1+x)$. Thus, above the critical point,

$$
\begin{equation*}
\ln \Lambda(1, x)=\ln \frac{1}{2}(1+x)^{2}+U_{2}(u) . \tag{38}
\end{equation*}
$$

The series $U_{2}(u)$ is identical with Eq. (11), with $u^{2}$ replacing $x^{2}$ as the expansion parameter. For the cubic lattice, Wakefield ${ }^{12}$ gives

$$
\begin{equation*}
\ln \Lambda(1, x)=\ln \frac{1}{4}(1+x)^{3}+U_{3}(u) \tag{39}
\end{equation*}
$$

where $U_{3}(u)$ is the series

$$
\begin{array}{r}
U_{3}(u)=3 u^{4}+22 u^{6}+(375 / 2) u^{8}+2004 u^{10} \\
+(48267 / 2) u^{12}+\cdots . \tag{40}
\end{array}
$$

From the relation

$$
\begin{equation*}
(1 / N) \ln \text { P.F. }=-\frac{1}{2} c \ln x+\ln \Lambda(1, x) \tag{41}
\end{equation*}
$$

he derives

$$
\begin{equation*}
(1 / N) \ln \text { P.F. }=\ln 2+U_{34}(u) \tag{42}
\end{equation*}
$$

where

$$
\begin{aligned}
U_{3 A}(u)= & (3 / 2) u^{2}+(15 / 4) u^{4}+(45 / 2) u^{6} \\
& +(1503 / 8) u^{8}+(20043 / 10) u^{10}
\end{aligned}
$$

${ }^{12}$ A. J. Wakefield, Proc. Cambridge Phil. Soc. 47, 419, 799 (1951).

$$
\begin{equation*}
+(96537 / 4) u^{12}+\cdots \tag{43}
\end{equation*}
$$

Wakefield has carried out a careful graphical analysis of the series $U_{3 A}(u)$ which behaves for higher terms as $U_{3}(u)$, and obtains for the coefficient $a_{n}$ an asymptotic form

$$
\begin{equation*}
a_{n} \simeq \mathrm{const}(20.9)^{n} /(2 n-1)(2 n)(2 n+1) \tag{44}
\end{equation*}
$$

His determination of the critical point of the cubic lattice is based entirely upon this approximation. The approximation (44) may be written in the now familiar form of the two-dimensional series for the high-temperature expansion of the partition function, Eq. (36). For if we write

$$
\begin{equation*}
a_{n} \simeq \operatorname{const}\left(C_{1}\right)^{n} /\left(n-\frac{1}{2}\right)\left(n+\frac{1}{2}\right) n \tag{45}
\end{equation*}
$$

remembering that for large $n$

$$
\begin{equation*}
\left(n-\frac{1}{2}\right)!/\left(-\frac{1}{2}\right)!n!\simeq 1 /(\pi n)^{\frac{1}{2}} \tag{46}
\end{equation*}
$$

it is tempting to conjecture that, by analogy with the two-dimensional series, the $a_{n}$ 's have the precise form

$$
\begin{gather*}
a_{n} \simeq(\text { const })\left[\frac{\left(n-\frac{1}{2}\right)!}{\left(-\frac{1}{2}\right)!n!}\right]^{2} \frac{1}{\left(n-\frac{1}{2}\right)(n+1)}\left(C_{1}\right)^{n} \\
\times\left(1+\frac{C_{2}}{n-\frac{3}{2}}+\cdots\right) \tag{47}
\end{gather*}
$$

In fact the form (46) does appear to describe the series $U_{3}(u)$ with somewhat greater accuracy than that of Wakefield.

## Estimation of the Critical Point

We have fitted the coefficients of $U_{3}(u)$ to a form given by the first approximation of Eq. (46) by the reciprocal-difference formula of Thiele, ${ }^{13}$ and find for the constant $C_{1}$ the value 20.6. This is to be compared with the value 20.9 of Wakefield. This value for the constant leads to a critical point at $u_{c}=1 / 20.6$, i.e., $x_{c}=0.639$. Surprisingly this is in precise agreement with the value determined by Domb ${ }^{14}$ using a different approach.

## B. Low-Temperature Expansions

For the square lattice, the asymptotic form of the coefficients of $\ln \Lambda(1, x)$ are given according to our analysis by Eqs. (36) and (37);

$$
\begin{aligned}
& a_{n} \sim(3+2 \sqrt{2})^{n}\left[\frac{\left(n-\frac{1}{2}\right)!}{\left(-\frac{1}{2}\right)!n!}\right]^{2} \frac{C_{1}}{\left(n-\frac{1}{2}\right)(n+1)} \\
& \times\left[1+O\left(\frac{1}{n}\right)\right]
\end{aligned}
$$

[^78]\[

$$
\begin{align*}
&+(3-2 \sqrt{2})^{n}\left[\frac{\left(n-\frac{1}{2}\right)!}{\left(-\frac{1}{2}\right)!n!}\right]^{2} \frac{C_{2}}{(n+1)} \\
& \times\left[1+O\left(\frac{1}{n}\right)\right] . \tag{48}
\end{align*}
$$
\]

For the cubic lattice, Wakefield has derived the lowtemperature expansion of $\ln \Lambda(1, x)$ as

$$
\begin{align*}
& \ln \Lambda(1, x)=Z(x)=x^{6}+3 x^{10}-\frac{7}{2} x^{12} \\
& \quad+15 x^{14}-33 x^{16}+(313 / 3) x^{18} \\
& \quad-(561 / 2) x^{20}+849 x^{22}-(9847 / 4) x^{24} \\
& \quad+7485 x^{26}-(45069 / 2) x^{28}+\cdots \tag{49}
\end{align*}
$$

Again, resorting to graphical analysis, he establishes that the coefficients $\alpha_{n}$ of Eq. (49) can be best expressed in the form

$$
\begin{equation*}
\alpha_{n}=(-1)^{n-1} \gamma_{n}+\beta_{n} . \tag{50}
\end{equation*}
$$

He finds a best fit, by trial and error, for this twocomponent series, which gives
$\alpha_{n} \simeq-\frac{(-3.525)^{n} \text { (const) }}{\left(n-\frac{1}{2}\right)\left(n+\frac{1}{2}\right)}+\frac{(2.434)^{n}(\text { const })}{\left(n-\frac{1}{2}\right) n\left(n+\frac{1}{2}\right)}$.
If we recall Eqs. (46), (36), and (37), the asymptotic form of the corresponding two-dimensional series is
$a_{n} \simeq \frac{(3-2 \sqrt{2})^{n} \text { (const) }}{n(n+1)}+\frac{(3+2 \sqrt{2})^{n}(\text { const })}{n\left(n-\frac{1}{2}\right)(n+1)}$.
The similarity between the two cases seems at least remarkable, especially since Wakefield appears to obtain his results without any knowledge of the form of the two-dimensional expansion for $\ln \Lambda(1, x)$.

## V. CONCLUSION

We make the remark that most numerical methods for the determination of critical phenomena from three-dimensional lattice series are first tested by comparison with approximate estimations carried out on two-dimensional lattices with the same method. The behavior of thermodynamic functions of the two-dimensional lattices in the neighborhood of the critical points, and the points themselves, are known exactly. However as mentioned in the introduction, it would seem that from a test of a given method using two-dimensional series, it is not really possible to draw any conclusions regarding the behavior of the three-dimensional series, unless in fact these do have the same form.

From his recent numerical analysis of Ising model series, Baher ${ }^{3}$ draws the conclusion that the spontaneous magnetization for the single cubic, bodycentered cubic, and face-centered cubic lattices behave near the critical point as

$$
\begin{equation*}
M \sim\left(x^{2}-x_{c}^{2}\right)^{3 / 10} ; \quad x^{2}=e^{-2 J / k T} \tag{53}
\end{equation*}
$$

If his conclusions are correct, they most strongly support our conjectures. For the two-dimensional square lattice we see [Eq. (5)] that the spontaneous magnetization behaves near the critical point as $\left(x^{2}-x_{c}^{2}\right)^{\frac{1}{1}}$, and that this information alone is sufficient to determine the asymptotic form of the coefficients of the series expansion for $M$.

We are aware that conjectures regarding the similarity in behavior of two- and three-dimensional Ising model series must be considered as tentative and very dangerous. However, keeping this in mind, the remarkable similarity which appears without any "forcing" of the answer between the square- and cubic-lattice series surely warrants further investigation. Such an investigation would necessarily require:

1. A proof that the three-dimensional partition functions fall into the class of functions discussed by Hamy and Darboux. It could then be shown that the coefficients of the series expansions for the threedimensional model must be of Hamy-Darboux form. The critical point predictions of Domb could certainly then be regarded as highly accurate.
2. One might try to develop a systematic method for fitting coefficients to the assumed Hamy-Darboux form via reciprocal differences (appropriate to series of the assumed form).
3. A thorough investigation of all the known series to determine whether the coefficients can be fitted more satisfactorily with the Hamy-Darboux form than with techniques used so far. This is almost certainly so, but any conclusions without the precondition (1) are not really justified.
4. If these requirements can be satisfied, the question of predicting the functions from which the series arose might then be tackled. Knowledge of the exact asymptotic form for the two-dimensional series would provide a check on the reliability of such predictions. As mentioned in the introduction a modification of the theory of converging factors developed by Dingle ${ }^{7}$ may show some light on this problem.
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#### Abstract

A study is made of a particular system of coupled oscillators to determine how the amount of energy exchange and the recurrence time depend on the parameters of the system, and the accuracy with which these are predicted by the perturbation theory developed in part I of this series. The system consists of $N+1$ particles, connected by springs which have a quadratic force term, the strength of which, $\lambda_{i}$, can vary between different particles ("defects"). The equations of motion for the perfect chain ( $\lambda_{i}=\lambda$ ) were solved on a computer for the cases $N=4, \lambda=\frac{1}{4}, \frac{1}{2}, \frac{3}{3}$; and $N=9$, $\lambda=\frac{1}{3}$; and supplemented by the previous calculations of Fermi, Pasta, and Ulam, in which $N=32$, $\lambda=\frac{1}{4}$, 1. The "energy" in the linear modes, $E_{k}(i)=\frac{1}{3}\left(\dot{a}_{k}{ }^{2}+\omega_{k}{ }^{2} a_{k}{ }^{2}\right)$, are determined from these computations and compared with the perturbation theory in the first paper of this series. As was found by Fermi, Pasta, and Clam, when only $E_{1}$ is initially excited, then only the first few modes acquire an appreciable amount of energy, after which nearly all the energy returns to the first mode in a time $\tau_{\lambda}$. The second-order perturbation theory is found to give an accurate estimate (within $15 \%$ ) of both $\lambda$ and the amount of energy exchange for all the above cases, except $N=32, \lambda=1$, which requires higher-order analysis. It is shown that the nonergodic behavior of this system does not result simply from the incommensurability of the uncoupled frequencies $\left\{\omega_{k}\right\}$, but also from the particular form of mode interaction and the initial conditions used in all calculations, both of which affect the coupled frequency spectrum $\left\{\Omega_{k}\right\}$. To alter the mode interaction a preliminary study is made of "imperfect" chains (variable $\lambda_{i}$ ), which directly couples low and high modes. It is found that either a large, or else systematic, variation of $\lambda_{i}$ is necessary to appreciably alter the nonergodic behavior of this system. A theoretical examination of the dependence of the coupled frequencies $\left\{\Omega_{k}\right\}$ on the initial conditions shows that the ergodic behavior will, in general, be strongly dependent upon the initial conditions.


## I. INTRODUCTION

I$N$ the first paper of this series ${ }^{1}$ (referred to hereafter as NOI), a study was made of the problems which arise in perturbation theories developed in powers of the coupling constant $\lambda$. Alternative methods were examined in which the unknown coupled frequencies $\left\{\Omega_{k}(\lambda)\right\}$ were introduced ab initio. A perturbation scheme was then developed which determines the $\left\{\Omega_{k}\right\}$ in a way which appears to eliminate the appearance of small divisors. In the present study, this theory is applied to a particular system of coupled oscillators and compared with results obtained from computer solutions of the equations of motion. In addition, the theory will be used to examine the behavior of the system under conditions which are more general than those used for the computer calculations. The ultimate objective of such studies is to understand the role of coupling strengths, initial conditions, uncoupled frequencies $\left\{\omega_{k}\right\}$, and form of mode interaction on the behavior of this important class of systems.

In the present study we will examine the behavior of a one-dimensional chain of particles, connected by nonlinear springs. A numerical analysis of such systems has been made previously by Fermi,

[^79]Pasta, and Ulam ${ }^{2}$ (FPU), and, in order to make use of their results, we will restrict our study to one of the nonlinear interactions used by them (cubic terms in the Hamiltonian). Using a chain of 32 particles, they studied the case when, at $t=0$, only the lowest linear mode was excited. Contrary to their expectations, the energy did not become distributed among a large number of modes, but only the first few modes became excited before the original situation was closely reproduced (corresponding to a Poincaré cycle). Their results, using the system of Eqs. (3); with $\lambda_{i}=\lambda$, are shown in Figs. 1 and 2. Moreover, they found that the qualitative features of these results were largely independent of the type of nonlinear coupling (e.g., cubic, quartic, nonanalytic). FPU did not offer any explanation for this lack of ergodicity in the coupled systems, but recently Ford ${ }^{3}$ proposed an explanation of this phenomena. Ford noted that weakly coupled oscillators, whose uncoupled frequencies are $\omega_{k}$, will exchange energy periodically with a frequency

$$
\begin{equation*}
\omega(m)=\sum_{k}^{N} m_{k} \omega_{k} \tag{1}
\end{equation*}
$$

[^80]where the appropriate integers $\left\{m_{k}\right\}$ depend on the form of the nonlinear interaction and $N$ is the number of particles in the chain. Since none of the frequencies $\omega(m)$ vanish identically in the FPU case, Ford concluded that the system should not be ergodic. However, the frequency $\omega(m)$ is only significant in the case of sufficiently weak coupling (as discussed in NOI). As will be shown in Sec. III, the cases studied by FPU do not belong in the category of weak coupling, so, while Ford's first observation is correct, it is not entirely relevant to the calculations of FPU or to any case where $N$ is sufficiently large. One of the objectives of the present study is to survey the behavior of such systems over a wider range of coupling constants and frequencies $\left\{\omega_{k}\right\}$ by varying $N$. In this way we will cover the cases of both weak coupling (where Ford's analysis is relevant) and strong coupling (to test the modifications predicted by the present theory). In the latter case we will be primarily interested in comparing the "recurrence time" $\tau_{\lambda}$ (defined as the time required for the near recurrence of the initial conditions) with that predicted from
\[

$$
\begin{equation*}
\Omega(m)=\sum_{k}^{N} m_{k} \Omega_{k}(\lambda) \tag{2}
\end{equation*}
$$

\]

[i.e., $\tau_{\lambda}=2 \pi / \Omega(m)$ ], and to see how it varies as $\lambda$ increases. If $\tau_{\lambda}$ increases when $\lambda$ increases, this would mean that the energy exchange would continue for a longer period of time when the coupling is strongera feature which is presumably necessary, even if not sufficient, for ergodic behavior. Actually, what is found to occur for the particular initial condition discussed above, is that $\tau_{\lambda}$ decreases as $\lambda$ increases (Sec. IV). This behavior of $\tau_{\lambda}$ will be shown to be dependent on the initial condition, and therefore is not necessarily a general feature of such systems (Sec. VI).
Another important property of the perfect chain is that energy is only transmitted to the higher modes once the intermediary modes have become excited. In the case when only the lowest mode is initially excited, this property is obviously a dominant factor in how effectively the energy becomes distributed among the modes. To remove this property we consider the effect of a variable coupling constant, $\lambda_{i}$, in the nonlinear force acting between different particles. Such a "defective" chain directly couples various modes of the system, depending on the form of $\lambda_{i}$. A preliminary study of the effectiveness of this coupling is given in Sec. V.

The interesting advantages and difficulties of using the equations of motion of the action-angle variables for such studies is illustrated in Appendix B.


Fig. 1. The energy, $\boldsymbol{E}_{k}$, in the first four modes vs periods of basic mode, as computed by Fermi, Pasta, and Ulam. $A_{k}=4 \delta_{k 1}, N=32, \lambda=\frac{1}{4}, E_{5}<0.015, E_{k}<5 \times 10^{-2}$ for $k>5$.

## II. LINEAR CHAIN OF COUPLED OSCILLATORS

The theory of NOI will now be applied to a particular class of systems which can be studied in some detail. We consider a linear chain of $N+1$ particles, all of the same mass, $m$, coupled by nonlinear springs, with the first and last particle held fixed. If the time is measured in units of $(m / \mu)^{\frac{2}{2}}$, where $\mu$ is the linear spring constant, then the equation of motion for the displacement, $x_{i}$, of the $i$ th particle from its position of equilibrium is

$$
\begin{gather*}
\ddot{x}_{i}=\left(x_{i+1}+x_{i-1}-2 x_{i}\right)+\lambda_{i}\left(x_{i+1}-x_{i}\right)^{2} \\
-\lambda_{i-1}\left(x_{i}-x_{i-1}\right)^{2}(i=1, \cdots N-1)  \tag{3a}\\
x_{0}(t)=x_{N}(t)=0 \tag{3b}
\end{gather*}
$$

The quantity $\mu \lambda_{i}$ is the quadratic spring constant


Fig. 2. Same condition as in Fig. 1, except $\lambda=1$.
for the spring between particle $i$ and ( $i+1$ ), and allows for the possibility of "defects" in the nonlinear forces. The Hamiltonian of this system is

$$
\begin{align*}
H=\frac{1}{2} \sum_{i=0}^{N-1} \dot{x}_{i}^{2}+\left(x_{i+1}\right. & \left.-x_{i}\right)^{2} \\
& +\frac{1}{3} \sum_{i=0}^{N-1} \lambda_{i}\left(x_{i+1}-x_{i}\right)^{3} . \tag{4}
\end{align*}
$$

Before proceeding to analyze this system, we may note that there are two possible limiting processes involving $N \rightarrow \infty$. The finite string is obtained by setting $\mu, m^{-1}$, and $\lambda$ all proportional to $N$, in which case the frequency spectrum $\left[(\mu / m)^{\frac{2}{3}}\right.$ times $\omega_{k}$ of (7)] becomes discrete. This case has recently been studied in detail by Zabusky. ${ }^{4}$ The other possible limit (with $\mu, m$, and $\lambda$ constant) yields the infinite string, in which case the frequency spectrum becomes dense. It is only the latter system which is usually used in the study of irreversible processes, and this is the limit which we will be concerned with in the present study.

We now define the normal modes, $a_{k}(t)$ by

$$
\begin{gather*}
a_{k}(t)=\left(\frac{2}{N}\right)^{\frac{1}{2}} \sum_{i=0}^{N} x_{i} \sin \frac{i k \pi}{N} \quad(k=0, \cdots, N)  \tag{5a}\\
a_{k}=O(0 \geq k \geq N)
\end{gather*}
$$

We have extended the definition of $a_{k}$ for $k>N$ and $k<0$ in order to simplify the range of the summations below. Thus, in all sums involving $a_{k}$, we shall leave the range of summation unspecified, always meaning by this, $-\infty \leq k \leq \infty$, unless otherwise specified. Using the relationship

$$
\sum_{i=0}^{N} \sin \frac{i k \pi}{N} \sin \frac{i l \pi}{N}=\frac{1}{2} N \delta_{k-l}
$$

Eq. (5a) can be inverted to yield

$$
\begin{equation*}
x_{i}=\left(\frac{2}{N}\right)^{\frac{1}{2}} \sum_{k} a_{k} \sin \frac{i k \pi}{N} \tag{5b}
\end{equation*}
$$

which automatically satisfies (3b). Substituting (5b) into (44), one can put the transformed Hamiltonian in the form

$$
\begin{align*}
H \equiv & H_{0}+\lambda H_{1} \\
& =\frac{1}{2} \sum_{k} \dot{a}_{k}^{2}+\omega_{k}^{2} a_{k}^{2}+\frac{\lambda}{3} \sum_{i k l} V_{i k l} a_{i} a_{k} a_{l} \tag{6}
\end{align*}
$$

where $\omega_{k}=2 \sin (k \pi / 2 N)$, and $V_{i k l}$ is symmetric in the indices, so that the general equations of motion are

$$
\begin{equation*}
\ddot{a}_{i}=-\omega_{i}^{2} a_{i}-\sum_{k l} V_{j k l} a_{k} a_{l} . \tag{7}
\end{equation*}
$$

[^81]The coefficients of $V_{j k l}$ depend, of course, on the quantities $\lambda_{i}$. In the case of the perfect chain ( $\lambda_{i}=\lambda$ ) one can show that (see Appendix A)

$$
\begin{align*}
V_{i k l}=\gamma_{i k} \delta_{j+k-l}-\frac{1}{3} \gamma_{j k} \delta_{j+k+l-2 N} & \\
& +(l \leftrightarrow k)+(j \leftrightarrow l) \tag{8}
\end{align*}
$$

where

$$
\begin{equation*}
\gamma_{i k}=(2 N)^{-\frac{1}{2}}\left[\omega_{2 j}+\omega_{2 k}-\omega_{2(i+k)}\right] \tag{9}
\end{equation*}
$$

(note that $\gamma_{i k} \equiv \gamma_{i, 2 N-i-k}$ ), and $\delta_{K}$ is the usual Kronecker function (more commonly written $\delta_{K 0}$ ). The brackets in (8) represent the repetition of the first two terms except for the indicated interchange of indices. Since the perfect chain is one of the most important cases, we shall give the equations of motion in detail:

$$
\begin{align*}
\ddot{a}_{i} & =-\omega_{i}^{2} a_{j}-2 \lambda \sum_{k} \gamma_{j k} a_{k} a_{j+k} \\
& -\lambda \sum_{k} \gamma_{k, i-k} a_{k} a_{i-k}+\lambda \sum_{k} \gamma_{i k} a_{k} a_{2, N-i-k} . \tag{10}
\end{align*}
$$

Aside from some simplifications and notational changes, these are the same equations used by Ford. The last group of terms in (10), the so-called Umklapp terms, do not play a significant role in the dynamics of the chain if only the low modes are excited.

To obtain more coupling between the modes it is necessary to allow for defects in the nonlinear forces. Such defects, hopefully, represent impurities or some other imperfections which produce additional scattering of the linear modes. A particularly simple defect is $\lambda_{i}=\delta_{i-i} \lambda$, for some specific $i$; in other words, only one nonlinear spring in the system. One easily finds that, in this case,

$$
\begin{aligned}
V_{j k l}=3\left(\frac{2}{N}\right)^{\frac{2}{2}}\left[\sin \left(\frac{j(i+1) \pi}{N}\right)-\right. & \left.\sin \frac{j i \pi}{N}\right] \\
& \times[j \leftrightarrow k] \cdot[j \leftrightarrow l]
\end{aligned}
$$

where the last two terms are the same as the first except for the indicated interchange. One can see that any mode $j$, for which $i j$ is nearly a multiple of $N$, is only weakly coupled with any other mode. Thus, to have appreciable scattering, over and above the perfect coupling, it is necessary to make the variations in $\lambda_{i}$ more systematic. As an example, we shall consider

$$
\begin{equation*}
\lambda_{i}=\lambda \sum_{m=0}^{N-1} \sigma_{m} \cos \frac{i m \pi}{N}, \tag{11}
\end{equation*}
$$

where $\sigma_{0}=1$. To determine $V_{i k i}$ now requires some analysis, which is done in Appendix A. The effects of these imperfections will be studied in Sec. V.

## III. SPECIAL SOLUTIONS

In this section we will analyze the behavior of this system, and for simplicity, consider only those cases when the chain is initially at rest;

$$
\begin{equation*}
a_{i}(0)=A_{i}, \quad \dot{a}_{i}(0)=0 \tag{12}
\end{equation*}
$$

The analysis will be based on the perturbation method developed in NOI, given by

$$
\begin{align*}
& a_{i}=\alpha_{i} \cos \Omega_{i} t-\lambda \int_{-\infty}^{\infty} G_{i}(t, \tau) \\
& \quad \times\left[\frac{\partial H_{1}(\tau)}{\partial a_{i}}-\sum_{n=1}^{\infty} \lambda^{n-1} \mu_{i}^{(n)} a_{i}(\tau)\right] d \tau \tag{13}
\end{align*}
$$

and
$\int_{-\infty}^{\infty} \cos \Omega_{i} t\left[\frac{\partial H_{1}}{\partial a_{i}}-\sum \lambda^{n-1} \mu_{i}^{(n)} a_{i}(t)\right] d t=0$,
where

$$
\begin{equation*}
G_{i}(t, \tau)=\sum_{|m|} \frac{\cos \Omega(m) t \cos \Omega(m) \tau}{\Omega_{i}^{2}-\Omega(m)^{2}} \tag{15}
\end{equation*}
$$

The prime signifies that the terms $\Omega(m)= \pm \Omega_{j}$ are excluded from the sum. The corresponding equations in NOI have been simplified to obtain Eqs. (12-15) by using the second condition in Eq. (12) to drop all phase factors. The method of analysis consists simply in iterating Eqs. (13) and (14) in the explicit powers of $\lambda$.

As was discussed in NOI, the first iteration yields

$$
\begin{align*}
a_{i}(t)= & \alpha_{j} \cos \Omega_{i} t-\frac{1}{2} \lambda \sum_{k l} V_{i k l} \alpha_{k} \alpha_{l} \odot \\
& \times\left[\Omega_{j}^{2}-\left(\Omega_{k} \pm \Omega_{l}\right)^{2}\right] \cos \left(\Omega_{k} \pm \Omega_{l}\right) t, \tag{16}
\end{align*}
$$

where $P$ stands for the sum of all permutations in the signs ( $\pm$ ). Because $H_{1}$ [Eq. (6)] is cubic, $\mu_{i}^{(1)}=0$, so that $\Omega_{j}=\omega_{i}$ in this order.

Before proceeding to higher orders it is instructive to consider some of the features of Eq. (16). Following FPU, it is useful to consider the "energy of the $j$ th mode, ${ }^{25}$ defined by

$$
\begin{equation*}
E_{i}=\frac{1}{2}\left(\dot{a}_{i}^{2}+\omega_{i}^{2} a_{i}^{2}\right) . \tag{17}
\end{equation*}
$$

FPU found that if only $A_{1}$ is initially nonzero (so that initially only $E_{1}$ is nonzero), then only the first few $E_{i}$ 's become appreciable in magnitude before $E_{1}$ returns to essentially its initial value (Figs. 1 and 2). Ford's explanation of this nonergodic behavior is based on an analysis which is apparently

[^82]equivalent to Eq. (16), with $\Omega_{j}=\omega_{i}$. As Ford noted, all of the relevant frequencies $\omega(m)$ which appear in Eq. (16) are nearly integer multiples of $2 \omega_{1}-\omega_{2}$ for sufficiently large $N$. Hence, the variations of $E_{i}$ are predicted, on the basis of this theory, to recur periodically with a period
\[

$$
\begin{equation*}
\tau_{0}=2 \pi /\left(2 \omega_{1}-\omega_{2}\right) \tag{18}
\end{equation*}
$$

\]

In the study made by FPU, $N$ and $\lambda$ are sufficiently large ( $N=32, \lambda=\frac{1}{4} ; 1$ ) for $\tau_{0}$ to be a poor estimate of the recurrence time. Specifically, one finds
$\tau_{0}=2.5 \times 10^{4}, \quad \tau_{2}=10^{4}, \quad \tau_{1}=5 \times 10^{3}$,
where the first is obtained from Eq. (18) when $N=32$, and the remaining two from Figs. 1 and 2 ( $\lambda=\frac{1}{4} ; 1$, respectively). The subscript on $\tau_{0}$ signifies the theoretical recurrence time as $\lambda \rightarrow 0, N$ fixed (as discussed in NOI). One can see that $\tau_{0}$ differs by $150 \%-400 \%$ from the recurrence times found by FPU, so the FPU cases are not in the limit of weak coupling. For this reason, this low-order theory does not give an adequate explanation of the FPU results. In particular, it does not predict whether $\tau_{\lambda}$ increases or decreases as $\lambda$ is increased from zero. Presumably the exchange of energy between various modes will improve, and hence the system will become more "ergodic," if $\tau_{\lambda}$ increases with $\lambda$. Thus it is not possible to decide how well the linear modes will exchange energy if $\lambda$ is "large" (in the sense $\lambda>\min \{\omega(m)\}$, as discussed in NOI), using only the present results. It should be emphasized that this is not necessarily just a "qualitative" question for if all $\omega(m)=0$ the recurrence time is entirely determined by higher orders (i.e., the "qualitative" difference is between an infinite and a finite period). Also, as can be seen from Ford's results, the predicted behavior of $E_{2}(t)$ and $E_{3}(t)$ does not even agree qualitatively with the FPU results (e.g., $E_{3}$ is predicted to have three maxima within a time $\tau_{\lambda}$, whereas it has only two maxima in Fig. 1). In the following section we shall consider systems with various values of $N$ and $\lambda$, some of which are small enough for this lowest-order theory to be applicable, and others (including the FPU cases) which require higher orders. In following sections, we shall attempt to use the insight gained from the analysis of these cases to study more general initial conditions.

We now consider the second-order theory. Using Eq. (16) one finds from Eq. (14) that

$$
\begin{align*}
\mu_{j}^{(2)}=-\sum_{k l} & \frac{1}{2} \alpha_{k}^{2}\left(2-\delta_{j-k}\right)\left\{V_{i i l} V_{l k k} \Omega_{l}^{-2}\right. \\
& \left.+V_{i k l}^{2} \odot\left[\Omega_{l}^{2}-\left(\Omega_{i} \pm \Omega_{k}\right)^{2}\right]^{-1}\right\} \tag{20}
\end{align*}
$$

and $\Omega_{i}^{2}=\omega_{i}^{2}+\lambda^{2} \mu_{i}^{(2)}$ in this order. The additive correction to Eq. (16) is obtained from Eq. (13) and is given by

$$
\begin{align*}
a_{j}^{(2)}= & \frac{1}{2} \lambda^{2} \sum_{k l m n} V_{i k l} V_{l m n} \alpha_{k} \alpha_{m} \alpha_{n} \\
& \times \rho^{\prime}\left[\Omega_{l}^{2}-\left(\Omega_{m} \pm \Omega_{n}\right)^{2}\right]^{-1}\left[\Omega_{i}^{2}-\left(\Omega_{m}\right.\right. \\
& \left.\left. \pm \Omega_{n} \pm \Omega_{k}\right)^{2}\right]^{-1} \cos \left(\Omega_{m} \pm \Omega_{n} \pm \Omega_{k}\right) t \tag{21}
\end{align*}
$$

where the prime excludes those terms for which $\left(\Omega_{m} \pm \Omega_{n} \pm \Omega_{k}\right)^{2} \equiv \Omega_{i j}^{2}$.

While Eqs. (16), (20), and (21), together with the initial conditions of Eq. (12), complete the analytical analysis, there remains a considerable amount of numerical analysis in order to compare this theory with the computer solutions of the equations of motion. The task which remains is to determine the ( $\alpha_{i}, \Omega_{i}$ ) from the initial conditions and the equations $\Omega_{i}^{2}=\omega_{j}^{2}+\lambda^{2} \mu_{i}^{(2)}$. Without reverting to further computer calculations, this requires the use of certain approximations to the theory, to be discussed shortly. The analysis is considerably simpler in the case of a perfect chain, characterized by Eq. (8), because of the limited number of terms in the series of Eqs. (16), (20), and (21). We shall therefore consider this case first, and examine the imperfect chain in Sec. V.

## IV. THE PERFECT CHAIN

In this section we will study the behavior of perfect chains subject to the initial conditions

$$
x_{i}(0)=\sin (i \pi / N),
$$

which is equivalent to

$$
\begin{equation*}
A_{i}=\frac{1}{2} N \delta_{i-1} \tag{22}
\end{equation*}
$$

in Eq. (12). This also appears to be the initial conditions used by FPU, ${ }^{6}$ and from their results we know that only the first few modes will be excited. As a matter of practical expediency we will therefore examine the behavior of only the first three modes and take $\alpha_{i}=0$ for $j \geq 4$ (except in certain cases). This approximation is not particularly good in the FPU case, $\lambda=\frac{1}{4}$, and fails entirely when $\lambda=1$, as can be judged from Figs. (1) and (2). Nonetheless, it turns out to be a sufficiently good approximation for our purposes. (Actually it is of some interest to see how well such approximations of the theory agree with the true behavior of the system.)

A second simplification results from the fact that the frequencies $\Omega(m)$ in the denominators of Eqs. (16)

[^83]and (21) are either "large" or "small" and hence, if one is interested only in the average behavior of $a_{i}(t)$, it is only necessary to keep the terms with small divisors. Having made these simplifications, one finds from Eqs. (16) and (21),
$$
a_{1}=\alpha_{1} \cos \Omega_{1} t-\lambda V_{112} \alpha_{1} \alpha_{2} \frac{\cos \left(\Omega_{2}-\Omega_{1}\right) t}{\Omega_{1}^{2}-\left(\Omega_{2}-\Omega_{1}\right)^{2}}
$$
$$
-\lambda V_{123} \alpha_{2} \alpha_{3} \frac{\cos \left(\Omega_{3}-\Omega_{2}\right) t}{\Omega_{1}^{2}-\left(\Omega_{3}-\Omega_{2}\right)^{2}},
$$
$a_{2}=\alpha_{2} \cos \Omega_{2} t-\frac{1}{2} \lambda V_{112} \alpha_{1}^{2} \frac{\cos 2 \Omega_{1} t}{\Omega_{2}^{2}-\left(2 \Omega_{1}\right)^{2}}$
$$
-\lambda V_{123} \alpha_{1} \alpha_{3} \frac{\cos \left(\Omega_{3}-\Omega_{1}\right) t}{\Omega_{2}^{2}-\left(\Omega_{3}-\Omega_{1}\right)^{2}}
$$
$$
a_{3}=\alpha_{3} \cos \Omega_{3} t-\lambda V_{123} \alpha_{1} \alpha_{2} \frac{\cos \left(\Omega_{2}+\Omega_{1}\right) t}{\Omega_{3}^{2}-\left(\Omega_{2}+\Omega_{1}\right)^{2}}
$$
\[

$$
\begin{align*}
& +\frac{1}{2} \lambda^{2} V_{112} V_{123} \alpha_{1}^{3}\left[\Omega_{2}^{2}-\left(2 \Omega_{1}\right)^{2}\right]^{-1} \\
& \times\left[\Omega_{3}^{2}-\left(3 \Omega_{1}\right)^{2}\right]^{-1} \cos \left(3 \Omega_{1} t\right) \\
& +\lambda^{2} \alpha_{1} \alpha_{2}^{2}\left\{\left[\Omega_{1}^{2}-\left(\Omega_{2}-\Omega_{1}\right)^{2}\right]^{-1}\right. \\
& \times\left[\Omega_{3}^{2}-\left(2 \Omega_{2}-\Omega_{1}\right)^{2}\right]^{-1} V_{112} V_{123} \\
& -\left[\left(2 \Omega_{2}\right)^{2}-\Omega_{4}^{2}\right]^{-1}\left[\Omega_{3}^{2}-\left(2 \Omega_{2}\right.\right. \\
& \left.\left.\left.-\Omega_{1}\right)^{2}\right]^{-1} V_{134} V_{224}\right\} \cos \left(2 \Omega_{2}-\Omega_{1}\right) t . \tag{23}
\end{align*}
$$
\]

We have not included any of the terms from Eq. (21) in $a_{1}$ or $a_{2}$ because of their relative magnitude (another considerable simplification).

We shall apply this relatively simple theory to a number of systems with different values of $N$ and $\lambda$. In this way we will not only be able to check the theory over the range of weak to strong coupling, but also see what terms in the theory are necessary to explain the behavior of the system.

## Case $N=4$

In this case the third mode is never appreciably excited for any value of $\lambda$ (the energy surface is only bounded if $\lambda \lesssim 0.85$ with the present initial conditions). We therefore take $\alpha_{3}=0$ in Eq. (23) and find that the energies, Eq. (17), are given by

$$
\begin{align*}
& \left\langle E_{1}(t)\right\rangle=\frac{1}{2} \Omega_{1}^{2} A_{1}^{2}-\left\langle E_{2}(t)\right\rangle, \\
& \left\langle E_{2}(t)\right\rangle=\frac{\lambda^{2} \alpha_{1}^{4} V_{112}^{2}}{8 \Omega_{11}^{2}} \sin ^{2} \frac{1}{2} \Omega_{11} t, \tag{24}
\end{align*}
$$

where $\Omega_{i j}=\Omega_{i}+\Omega_{i}-\Omega_{i+j}$ and we have taken $\Omega_{i} \simeq j \Omega_{1} \simeq j \omega_{1}$ in all the frequencies $\Omega(m)$ which are


Fig. 3. Energy in the first two modes for the case $N=4, A_{k}=\sqrt{2} \delta_{k 1}, \lambda=\frac{1}{2}, E_{3}(t) \leq 0.01\left(2 \pi / \omega_{1}=8.2\right)$.
not small. The brackets 〈 > indicate that these are the values of $E_{i}$ average over a short time ( $\sim 2 \pi / \Omega_{1}$ ). The constant $\alpha_{1}$ is determined by the initial conditions, Eq. (22) and Eq. (23). One finds

$$
\begin{equation*}
\left(\frac{1}{2} N\right)^{\frac{2}{2}}=\alpha_{1}+\frac{1}{4}\left(\frac{\lambda}{\Omega_{11}}\right)^{2} \frac{V_{112}^{2}}{\Omega_{2}^{2}} \alpha_{1}^{3} . \tag{25}
\end{equation*}
$$

Once $\Omega_{11}$ is known, Eq. (25) gives $\alpha_{1}$, which in turn determines the magnitude of the energy exchange between modes 1 and 2 [Eq. (24)]. The equations determining $\Omega_{i} \simeq \omega_{i}+\left(\lambda^{2} / 2 \omega_{i}\right) \mu_{i}^{(2)}$ also contain $\alpha_{1}$ so that these should be solved together with Eq. (25). Fortunately, $\Omega_{i}$ is less sensitive to the value of $\alpha_{1}$ than vice versa so we shall first solve


Fia. 4. Energy in the first two modes for the case $N=4, A_{k}=\sqrt{2} \delta_{k 1}, \lambda=\frac{1}{2}, E_{3}(t) \leq 0.04\left(2 \pi / \omega_{1}=8.2\right)$.


Fig. 5. Energy in the first two modes for the case $N=4, A_{k}=\sqrt{2} \delta_{k 1}, \lambda=\frac{3}{4}, E_{3} \leq 0.1\left(2 \pi / \omega_{1}=8.2\right)$.
for $\Omega_{i j}$, taking $\alpha_{1}=(N / 2)^{\frac{1}{2}}$, and then correct $\alpha_{1}$ using Eq. (25). This approximation could obviously be improved, but it turns out to be unnecessary. Using Eq. (20) and the values of $V_{i k l}, \omega_{i}$, and $\alpha_{1}=(N / 2)^{\frac{1}{2}}$, one obtains the following equations for $\Omega_{i j}$ :
$\Omega_{11}=0.1166+0.0301 \lambda^{2}+\frac{0.079 \lambda^{2}}{\Omega_{11}}-\frac{0.096 \lambda^{2}}{\Omega_{12}}$,
$\Omega_{12}=0.3318-0.380 \lambda^{2}-\frac{0.020 \lambda^{2}}{\Omega_{11}}+\frac{0.1916 \lambda^{2}}{\Omega_{12}}$.
For the present case, the equations of motion (3a) were solved on a computer for $\lambda=\frac{1}{4}, \frac{1}{2}$, and $\frac{3}{4}$. The results are shown in Figs. (3-5). The two main properties of $E_{1}$ and $E_{2}$ are the recurrence time $\tau_{\lambda}$ and the maximum amount of energy exchange (i.e., $\left\langle E_{2}\right\rangle_{\text {max }}$ ). The oscillations which are observed on $E_{2}(t)$ in these figures comes from the fact that $N$ is small. In that case the "small" and "large" divisors in Eq. (16) only differ by a factor of about 10 ,

Table I. Comparison of theory with computed recurrence times and maximum energy exchange.

|  |  |  | Theoretical <br> $\tau_{\lambda}$ | $\left\langle E_{2}\right\rangle_{\max .}$ |
| :--- | :---: | :---: | :---: | :---: | | Theoretical |
| :---: |
| $\left\langle E_{2}\right\rangle_{\max .}$ |

so their neglection in Eq. (23) is only justified on the average. In Table I we compare the recurrence time $\tau_{\lambda}=2 \pi / \Omega_{11}$ and $\left\langle E_{2}\right\rangle_{\text {max }}$. as obtained from Eqs. (26) and (24), with the results shown in Figs. 3-5.

The accuracy of the present theory can be seen to be very good even for $\lambda=\frac{3}{4}$. For $\lambda \geq 0.85$, the energy surface is unbounded, so $\lambda=\frac{3}{4}$ represents a large distortion [the case $\lambda=1$ was run and $E_{1}(t)$ indeed becomes unbounded shortly after one recurrence time]. The error in the theoretical values of $\tau_{\lambda}$ are in the direction one would expect from the numerical approximations used in determining $\Omega_{11}$ [i.e., $\alpha_{1}=\left(\frac{1}{2} N\right)^{\frac{1}{2}}$ ].

While the present case is of limited interest, because $N$ is small, it illustrates certain features which are common to systems with large $N$. The incommensurability of the frequencies $\Omega_{i}$ (in particular, $\Omega_{11}$ ) is found to be enhanced by the coupling. This can be pictured as having two effects on the process of energy exchange between modes. First of all, the recurrence time $\tau_{\lambda}$ is decreased as $\lambda$ increases, so that the time during which the second mode could transmit energy to the third is decreased. Moreover, from Eqs. (24) and (25), one sees that if $\Omega_{11}$ increases with $\lambda$, then $\left\langle E_{2}\right\rangle_{\text {max }}$. does not increase as $\lambda^{2}$, so that the amount of energy exchanged is reduced. Both of these effects reduce the possibility of exchanging energy with the third mode, and thus make the coupled system very nonergodic. Of course, since


Fig. 6. Energy in modes for the case $N=9, \lambda=\frac{1}{4}$.
$N$ is small, the frequency $2 \omega_{1}-\omega_{2}$ is not very small, so, on the basis of Ford's work, one would not expect an ergodic behavior. The point of importance here is that, not only is Ford's observation correct, but that the incommensurability becomes even more pronounced as $\lambda$ becomes large.

$$
\text { Case } N=9
$$

The case $N=9$ was run on a computer for $\lambda=\frac{1}{4}$, the results of which are shown in Fig. 6. The frequencies are sufficiently commensurable in this case (because $N$ is larger) for $E_{k}(t)$ to be much more regular. Thus the expressions in Eq. (23) are not only accurate in the time-averaged sense, but also at each instant. To analyze this case we shall still approximate $E_{1}$ and $E_{2}$ by Eq. (24), but now examine the behavior of $E_{3}(t)$ as predicted by Eq. (23). In the present case we will neglect the last term of $a_{3}$ because $\alpha_{2} \simeq 0.4 \ll \alpha_{1}$ and the denominators of this term are relatively large compared to the other second-order term. One then finds from Eq. (23) the approximate result:

$$
\begin{align*}
E_{3}(t)= & {\left[32 \Omega_{2}^{2}\right]^{-1} \lambda^{4} V_{12}^{2} V_{123}^{2} \alpha_{1}^{6} \Omega_{11}^{-2}\left[\Omega_{12}^{-2} \sin ^{2} \frac{1}{2} \Omega_{12} t\right.} \\
& +\left(\Omega_{11}+\Omega_{12}\right)^{-2} \sin ^{2} \frac{1}{2}\left(\Omega_{11}+\Omega_{12}\right) t \\
& -2 \Omega_{12}^{-1}\left(\Omega_{11}+\Omega_{12}\right)^{-1} \sin \frac{1}{2} \Omega_{12} t \\
& \left.\times \sin \frac{1}{2}\left(\Omega_{11}+\Omega_{12}\right) t \cos \frac{1}{2} \Omega_{11} t\right] . \tag{27}
\end{align*}
$$

The frequencies ( $\Omega_{11}, \Omega_{12}$ ) which are needed are determined by Eq. (20), which can now be approxi-
mated by

$$
\begin{align*}
\Omega_{i} \simeq \omega_{i}-\frac{\lambda^{2}}{4 \omega_{j}} & \sum_{k, l} \alpha_{k}^{2}\left(2-\delta_{j-k}\right) \\
& \times V_{i k l}^{2} \mathcal{\odot}\left[\Omega_{l}^{2}-\left(\Omega_{i} \pm \Omega_{k}\right)^{2}\right]^{-1} \tag{28}
\end{align*}
$$

and all large divisors can now be ignored. To actually solve these equations we shall again make the rather crude approximation $\alpha_{k}=\left(\frac{1}{2} N\right)^{\frac{1}{2}} \delta_{k-i}$, and then determine ( $\Omega_{11}, \Omega_{12}, \Omega_{13}, \cdots$ ) from the resulting coupled equations. When this is done one finds
$\Omega_{11} \simeq 0.0157, \quad \Omega_{12} \simeq 0.0362, \quad \Omega_{13} \simeq 0.0655$.
Using this result one obtains a corrected value of $\alpha_{1}$ from Eq. (25), which is $\alpha_{1}=1.88$. Substituting these results into Eqs. (27) and (24), one obtains the predicted behavior of $E_{1}, E_{2}$, and $E_{3}$ as shown in Fig. 7. The theoretical recurrence time of 400 compares very favorably with the actual value of 380 . The maximum of $E_{2}$ varies between 0.15 and 0.14, compared with the theoretical value of 0.15 . This variation in $\left(E_{2}\right)_{\max }$. probably results from the third term of $a_{2}$ in Eq. (23), which has been ignored. The asymmetry in the theoretical curve for $E_{3}$ comes from the fact that $\Omega_{12} \neq 2 \Omega_{11}$ in Eq. (29). On the other hand, this inequality is what causes the "tail" on $E_{3}$ (near $t=400$ ), which can be seen in Fig. 6. It should be noted also that if one replaces $\Omega_{i j}$ by $\omega_{i j}=\omega_{i}+\omega_{i}-\omega_{i+i}$, then, since $\omega_{12} \simeq 3 \omega_{11}$, one would expect $E_{3}$ to have three maxima, as was found by Ford. The fact that there are only two


Fig. 7. Theoretical prediction of energy in modes when $N=9$, $\lambda=\frac{1}{4}$.
maxima is due to the shift in the frequencies which make $\Omega_{12} \simeq 2 \Omega_{11}$. Thus a qualitative, as well as quantitative difference in the behavior of the energies results from the shift in frequencies.

From these results it is clear that the second-order theory is quite adequate to explain the behavior of a "reasonable-sized" system. In passing it should be noted that the study of systems for which $N$ is from 5 to 10 should be sufficient to demonstrate all the essential properties of large systems.

$$
\text { Case } N=32
$$

As $N$ becomes larger, for a fixed value of $\lambda$, the interaction between the normal modes becomes stronger. The cases calculated by FPU, which will be studied in this section, have sufficient interaction between the modes to require higher-order analysis in order to obtain a thoroughly accurate description of their calculations. This is particularly true of the case $\lambda=1$. We shall be contented here to use only the second-order theory and the numerical approximations developed above because, rather remarkably, they turn out to be reasonably good when $\lambda=\frac{1}{4}$. In the case $\lambda=1$, no attempt will be made to reproduce the results shown in Fig. 2, except for an estimate of the recurrence time.

Using the approximation $\alpha_{i}=\left(\frac{1}{2} N\right)^{\frac{1}{2}} \delta_{i-1}$, one obtains the following approximate solution of Eq. (20) when $\lambda=\frac{1}{4}$ :

$$
\begin{align*}
& \Omega_{11} \simeq 6.87 \times 10^{-4} \\
& \Omega_{12} \simeq 1.31 \times 10^{-3}  \tag{30}\\
& \Omega_{13} \simeq 2 \times 10^{-3}
\end{align*}
$$

This indicates a recurrence time of $2 \pi / \Omega_{11}=$ $0.91 \times 10^{4}$, compared with FPU's value of $10^{4}$. This agreement is better than might be expected considering the above approximation. Using the
values (30) in (23), the initial conditions (22) yield the corrected values of $\alpha_{i}$ :
$\alpha_{1} \simeq 2.90, \quad \alpha_{2} \simeq-0.77, \quad \alpha_{3} \simeq 0.22$.
These should be understood to be only approximate solutions (accurate to about $2 \%, 10 \%$, and $30 \%$, respectively). To obtain these values it is necessary to consider also $\alpha_{4}$ and $\alpha_{5}$, so that the labor required to improve these values is considerable. Because of this lack in accuracy one can only expect a qualitative agreement between the theoretical behavior of the $E_{k}$ 's and FPU's results.

To obtain even a reasonable reproduction of the curves in Fig. 1, it is necessary to improve on the expressions in Eqs. (24) and (27). Returning to Eq. (23), one obtains

$$
E_{1} \simeq \frac{1}{2} \Omega_{1}^{2}\left\{A_{1}^{2}+\left(B_{1}^{2}+2 A_{1} B_{1}\right) \sin ^{2} \frac{1}{2} \Omega_{11} t\right.
$$

$$
+\left(C_{1}^{2}+2 A_{1} C_{1}\right) \sin ^{2} \frac{1}{2} \Omega_{12} t
$$

$$
\begin{equation*}
\left.+2 B_{1} C_{1} \cos \frac{1}{2}\left(\Omega_{12}-\Omega_{11}\right) t \sin \frac{1}{2} \Omega_{11} t \sin \frac{1}{2} \Omega_{12} t\right\} \tag{32}
\end{equation*}
$$

$E_{2} \simeq \frac{1}{2} \Omega_{2}^{2}\left\{B_{2}^{2} \sin ^{2} \frac{1}{2} \Omega_{11} t+C_{2}^{2} \sin ^{2} \frac{1}{2} \Omega_{12} t+2 B_{2} C_{2}\right.$

$$
\left.\times \cos \frac{1}{2}\left(\Omega_{11}+\Omega_{12}\right) t \sin \frac{1}{2} \Omega_{11} t \times \sin \frac{1}{2} \Omega_{12} t\right\}
$$

where

$$
\begin{array}{ll}
B_{1}=\frac{\lambda V_{122} \alpha_{1} \alpha_{2}}{\Omega_{1} \Omega_{11}}, & C_{1}=\frac{\lambda V_{123} \alpha_{2} \alpha_{3}}{\Omega_{1} \Omega_{12}}, \\
B_{2}=\frac{\lambda V_{12} \alpha_{1}^{2}}{2 \Omega_{2} \Omega_{11}}, & C_{2}=\frac{\lambda V_{123} \alpha_{1} \alpha_{3} .}{\Omega_{2} \Omega_{12}} .
\end{array}
$$

The corresponding expression for $E_{3}$ is rather lengthy and will not be reproduced here. It should be noted, however, that the last term of $a_{3}$ [Eq. (23)] now becomes significant. When Eqs. (30) and (31) are substituted into Eq. (32) one obtains the results shown in Fig. 8. Comparing this figure with Fig. 1, it is seen that there is excellent agreement between the maxima of the $\mathrm{E}_{k}$ 's and recurrence times, fair agreement between the minima, and qualitative agreement as to the all-over shapes of the $E_{k}$ 's. Considering the numerical mutilations which have been perpetrated on the theory, the agreement is on the whole quite satisfactory. Nonetheless, these results do not constitute a very critical check of the theory, which would require a more accurate computation.

As a point of curiosity (since the approximations of the $\alpha_{i}$ 's is now extremely crude), the recurrence time for the case $\lambda=1$ was determined from the second-order theory. It is found that the theory yields $\Omega_{11}=1.44 \times 10^{-3}$, corresponding to a recurrence time of $\tau_{1}=4.36 \times 10^{3}$. This compares very favorably with the actual value of $\tau_{1}=5 \times 10^{3}$
obtained by FPU. This result indicates that improving the estimates of the $\alpha_{i}$ 's does not materially effect the values of $\Omega_{i k}$, apparently because of compensating errors.

The results of this section testify to the correct ness of the basic arguments in NOI which led to the present theory. In particular, the present results show that the frequencies $\omega(m)$ [Eq. (1)] are not relevant in determining the periodic behavior of coupled oscillators. Thus, the nonergodic behavior of this system does not arise from any singular property of $\omega(m)$ but from at least two other properties. The first is the fact that the relevant frequencies $\Omega(m), \lambda)$ [Eq. (2)] tend to increase as $\lambda$ is increased. Thus, while the amount of energy exchange is increased as $\lambda$ increases, the duration of this exchange decreases (compare Figs. 1, 2; and Figs. 3, 4, 5). This feature, which will be shown in Sec. VI to be dependent on the initial conditions, would not preclude an ergodic behavior, except for the second property of this system. This property, which is inherent in all perfect chains, is that the energy is transmitted to the higher modes only via the intermediary modes. This is the case quite independent of the form of the nonlinearity (cubic, quadratic, and probably even for nonanalytic interactions). The only way to remove this property is to introduce the imperfections discussed above. We shall therefore consider, in a preliminary fashion, the effects arising from such imperfections.

## V. THE IMPERFECT CHAIN

In the present section we shall present a preliminary investigation of the effects due to imperfect coupling. To study these effects and make a comparison with the results of the last section, the equations of motion were solved on a computer using the initial conditions of Eq. (12) and $N=4$. While admittedly the case $N=4$ is of limited interest, the small amount of computer time required to run a case makes it an economical starting point.

The first computation was made for the case where the energy was initially all in the first mode. In a perfect chain, the third mode would become appreciably excited only once the second mode had acquired considerable energy, for $V_{113}=0$. To produce a direct coupling between modes 1 and 3 , the coupling constants

$$
\lambda_{i}=\lambda \sum_{m=0}^{3} \sigma_{m} \cos \frac{i m \pi}{4} \quad\left(\sigma_{0}=1\right)
$$

must contain nonvanishing components $\sigma_{1}$ or $\sigma_{3}$. This follows from the general expression for $V_{113}$


Fig. 8. Theoretical prediction of energy in modes for the FPU case. $N=32, \lambda=\frac{1}{4}$.
obtained in Appendix A. The values $\lambda_{i}$ were originally selected by the relationship

$$
\lambda_{i}=0.575+0.3 \cos \left[\frac{1}{4}(i+1) \pi\right],
$$

which in terms of the present notation yields

$$
\lambda=0.425, \quad \sigma_{1}=0.602, \quad \sigma_{2}=0.146, \quad \sigma_{3}=0.104
$$

The average value of the coupling constant is

$$
\bar{\lambda}=\frac{1}{4} \sum_{i=0}^{3} \lambda_{i}=\frac{1}{2},
$$

so the present case should be compared with the case $N=4, \lambda=\frac{1}{2}$ of the last section. The results of the computations are shown in Fig. 9. It can be seen that this coupling has increased the energy exchange between modes 1 and 3 (compare with Fig. 4), and also the energy exchange to mode 2. While the periodicity of $E_{k}(t)$ has been somewhat disrupted, neither this effect nor the enhanced energy exchange produces anything that could be termed ergodic.

A second case which was studied was for the initial condition

$$
\begin{equation*}
A_{k}=\delta_{K-2} \tag{33}
\end{equation*}
$$

which, in a perfect chain, would not appreciably excite any other mode, because $V_{22 t}=0$. To couple mode 2 to mode 1 and 3, the defective coupling

$$
\lambda=0.5, \quad \sigma_{1}=-0.088=-\sigma_{3}, \quad \sigma_{2}=0
$$



Fra. 9 . Energy of modes in an imperfect chain which couples modes 1 and $3 . \lambda_{i}=0.575+0.3 \cos [1(i+1) x], N=4$.
(i.e., $\lambda_{i}=0.5+0.25 \cos \left[\frac{1}{2}(i+1) \pi\right]$ ) was used. The result of this computation is shown in Fig. 10. While the energy exchange between modes 2 and 1 is quite complete, mode 3 does not become appreciably excited. Moreover, the periodicity is very
pronounced, even though the recurrence time is relatively long.

These two samplings show that defective coupling, per se, need not produce an ergodic behavior even when it has an appropriate regularity. Apparently


Frg. 10. Energy of modes in an imperfect chain which couples mode 2 to mode 1 and $3 . \lambda_{i}=0.5+0.25 \cos \left[\frac{1}{2}(i+1) \pi\right], N=4$.
the defects must also be sufficiently large. To estimate the required magnitude of the defects, we shall consider systems with a large number of particles and fixed total energy (as $N \rightarrow \infty$ ). In keeping with the above calculations, we consider here the case where only a few modes are initially excited [of $O(1)]$. Under these conditions $\omega$ is proportional to $N^{-1}$, so $a_{k}$ must be of $O(N)$ if $H_{0}$ [Eq. (6)] is to remain constant as $N \rightarrow \infty$. If the system is to behave ergodically then presumably all $a_{k}^{(1)}$ must be of the same order [Eq. (16)]. For this to be true, all coefficients $V_{i k l}\left[\Omega_{i} \pm \Omega_{k} \pm \Omega_{l}\right]^{-1}$ must be of the same order. If $\lambda$ is sufficiently small, and no ( $\omega_{i} \pm \omega_{k} \pm \omega_{l}$ ) vanishes, then these divisors are either of $O\left(N^{-1}\right)$ or $O\left(N^{-3}\right)$. Those coupling coefficients $V_{i k l}$ which are only connected to large divisors ( $V_{L D}$ ) must therefore be of $O\left(N^{2}\right)$ times as large as $V_{S D}$ (those with small divisors). The $V_{L D}$ are those $\left\{V_{i k l}\right\}$ for which $j \pm k \pm l \neq 0$, whereas $V_{s D}$ are those for which some $j \pm k \pm l$ vanishes. Using the general expression (A5), one finds that $V_{S D}$ is of $O\left(\sigma_{0} N^{-7 / 2}\right)$, whereas $V_{L D}$ is of $O\left(\sigma_{m} N^{-7 / 2}\right)$ for some integer $m$. We conclude that if all $a_{k}^{(1)}$ are to be of the same order, then

$$
\begin{equation*}
\sigma_{m}=\sigma_{0} O\left(N^{2}\right)=O\left(N^{2}\right) \tag{34}
\end{equation*}
$$

since $\sigma_{0}=1$. Moreover, Eq. (34) apparently must hold for "nearly all" integers $m$ because the number of $V_{L D}$ is of $O(N)$ times the number of $V_{S D}$. In the light of these results it is not surprising that the above computer results showed no appreciable enhancement of energy exchange. In those cases $\left|\sigma_{m}\right| \leq \frac{1}{2}$, whereas Eq. (34) shows that $\sigma_{m}$ should be around 10 for the various $a_{k}$ 's to be of the same order. It should be noted that such large values may lead to negative values of $\lambda_{i}$, and even so, represents only a necessary but not sufficient condition for effective energy exchange among the modes.

## VI. MORE GENERAL EXCITATIONS

All of the above computations were made for cases in which only one mode was initially excited. The fact that the system did not behave ergodically for this particular initial condition does not preclude the possibility of an ergodic behavior for other initial conditions (or at least a "nearly ergodic" behavior). Conversely, if the energy becomes distributed over the modes in one case, it may not do so in another case. To examine this problem we shall distinguish between two extreme cases, one of weak coupling $(\lambda \rightarrow 0)$, and the case of strong coupling $(\lambda \rightarrow \infty)$. Moreover we shall be interested in the case when all modes are initially excited. From the statistical
viewpoint this is of greatest interest since it corresponds to the largest portion of the energy surface, in contrast to the above computations which examine only a small portion of this surface.

To examine the weak coupling case, we consider a perfect chain for which $N$ is very large but bounded. In that case $\omega_{i} \simeq j \pi / N$, except for $j \simeq N$, and $V_{i k l}$ can be approximated by the expression (A5). The frequencies $\left\{\Omega_{i}\right\}$ are given by Eq. (28), which can now be written in the form

$$
\begin{align*}
\Omega_{i} & \simeq \omega_{i}+\frac{\lambda^{2} \alpha_{i}^{2} V_{i, 2 i}^{2}}{16 \omega_{j}^{2} \Omega_{i j}} \\
& +\sum_{k \neq i} \frac{\lambda^{2} \alpha_{k}^{2}}{4 \omega_{j}}\left[\frac{V_{i, k, j+k}^{2}}{\omega_{i+k} \Omega_{i k}}-\frac{V_{i, k,|i-k|}^{2}}{\omega_{1 i-k \mid} \Omega_{k|i-k|}}\right] \tag{35}
\end{align*}
$$

where the large divisors have been approximated, using $\Omega_{j} \simeq \omega_{i}$ (because $\lambda$ is small) and $\omega_{i j} \simeq 2 \omega_{i+i}$ (because $N$ is large). While it is clear that the frequencies $\left\{\Omega_{i}\right\}$ depend on the initial conditions, through the $\alpha$ 's it is not clear from Eq. (35) what this dependency might be. However, if $\lambda$ is small, the $\alpha_{i}$ 's may be approximated by the corresponding $A_{i}$ 's. Also if none of the $\omega_{i k}$ vanish then $\Omega_{j k} \simeq \omega_{i k}$ for small $\lambda$. The question of how small $\lambda$ must be for this to be valid will be answered shortly. Using the approximation (A5),

$$
V_{j k l} \simeq\left[8 /(2 N)^{\frac{1}{4}}\right] \omega_{j} \omega_{k} \omega_{l} \odot\left(\delta_{i \neq k+l}\right) .
$$

Using these results, the bracket [] in Eq. (35) equals

$$
\frac{32}{N} \omega_{i}^{2} \omega_{k}^{2}\left(\frac{\omega_{i+k}}{\omega_{i k}}-\frac{\omega_{1 i-k \mid}}{\omega_{k|i-k|}}\right)
$$

Because $\omega_{i k} \simeq \frac{1}{8} \omega_{j} \omega_{k} \omega_{i+k}$, this bracket vanishes in this limit. While the approximations made here are somewhat crude, it seems very likely that the last term of Eq. (35) is less important than the second term if $\lambda$ is sufficiently small. Thus one obtains

$$
\Omega_{i} \simeq \omega_{j}+\left(32 \lambda^{2} / N\right) A_{j}^{2} \omega_{j}
$$

This frequency shift, which can be represented as a decrease in the effective mass, is due to the exchange of energy from the mode $j$ to the mode $2 j$, and then back to mode $j$. From this one finds

$$
\begin{align*}
\Omega_{i j} & =\omega_{i i} \\
& +\left(32 \lambda^{2} / N\right)\left(A_{i}^{2} \omega_{i}+A_{i}^{2} \omega_{i}-A_{i+i}^{2} \omega_{i+i}\right) \tag{36}
\end{align*}
$$

One of the main assumptions has been that $\Omega_{i j} \simeq \omega_{i i}$ (i.e., weak coupling), for which Eq. (36) now gives a criteria. In the FPU case, one finds that weak coupling corresponds to $\lambda \ll 0.1$, compared with their values of 0.25 and 1 .

Presumably, the system will behave in a more nearly ergodic fashion if the frequencies $\left\{\Omega_{i j}\right\}$ are smaller than the $\left\{\omega_{i j}\right\}$. Whether this is the case or not depends on the sign of the bracket () in Eq. (36). If the low modes are predominately excited then Eq. (36) predicts that $\Omega_{i j}>\omega_{i j}$ (i.e., less commensurable), as was found in the above computations. If initially the modes all have nearly the same energy ( $A_{i} \sim \omega_{i}^{-1}$ ), then again $\Omega_{i j}>\omega_{i j}$. On the other hand, if more energy is initially concentrated in the higher modes (e.g., $A_{i} \sim j$ ), then Eq. (36) predicts that $\Omega_{i j}<\omega_{i j}$. This would indicate that there is more tendency for the energy to be concentrated in the lower modes in an ensemble of such systems (or presumably on a time average). It would be of considerable interest to see whether or not these systems actually have this preference when $\lambda$ is small.

The case of strong coupling is, as would be expected, much more difficult to examine. If one starts from the basic physical model [Eq. (3)], and lets $N \rightarrow \infty$, with $\lambda$ fixed, then the frequencies $\omega_{k}$ become commensurable and one obtains strong coupling. One also obtains an infinite number of equations determining the ( $\Omega_{i i}, \alpha_{i}$ ). A more tractable approach would be to take Eq. (6) as the basic physical model, and not assume any relationship between $\omega_{k}, V_{i k l}$ and $N$ (i.e., allow these to be selected arbitrarily). In that case the $\omega_{k}$ 's can be taken to be commensurable, while the $V_{i k l}$ and $N$ can be chosen in some convenient manner. By taking $N$ small, the number of equations is reduced and there is some hope of analyzing the situation. We therefore consider the case when

$$
\begin{equation*}
\omega_{k}=k \omega, \tag{37}
\end{equation*}
$$

and $V_{i k l}$ is given by Eq. (8); but now Eq. (9) is not assumed to hold (i.e., the $\alpha_{i k}$ 's are arbitrary). ${ }^{7}$ It will also be assumed that $\lambda$ is sufficiently small for $\Omega_{j} \simeq \omega_{j} \gg \Omega_{k l}$ (but not $\Omega_{i j}=\omega_{i j} \equiv 0$ ). In this case Eqs. (35) and (16) determine the ( $\alpha_{i}, \Omega_{i i}$ ). In the present case it does not appear to be justified to set $\alpha_{i}=A_{i}$, and hence they must be determined. As a particular example we take $N=4,{ }^{7}$ in which case Eqs. (35) and (16) reduce to:

$$
\begin{align*}
& A_{1}=\alpha_{1}-W_{11} \alpha_{1} \alpha_{2}-W_{12} \alpha_{2} \alpha_{3}, \\
& A_{2}=\alpha_{2}-\frac{1}{2} W_{12} \alpha_{1} \alpha_{2}+\frac{1}{4} W_{12} \alpha_{1}^{2}-\frac{7}{32} \tilde{W}_{23} \alpha_{3}^{2}, \\
& A_{3}=\alpha_{3}+\frac{1}{3} W_{12} \alpha_{1} \alpha_{2}-\frac{1}{8} \tilde{W}_{23} \alpha_{2} \alpha_{3}, \\
& \Omega_{11}=\frac{1}{2} W_{11}^{2} \Omega_{11} \alpha_{1}^{2}-W_{12}^{2} \Omega_{12}\left(\frac{1}{6} \alpha_{1}^{2}-\frac{2}{3} \alpha_{2}^{2}+\frac{1}{2} \alpha_{3}^{2}\right), \\
& \Omega_{12}=\frac{1}{4} W_{11}^{2} \Omega_{11} \alpha_{1}^{2}+W_{12}^{2} \Omega_{12}\left(\frac{1}{3} \alpha_{1}^{2}+\frac{2}{3} \alpha_{2}^{2}-\alpha_{3}^{2}\right), \tag{38}
\end{align*}
$$

[^84]where
$$
W_{i j}=\frac{\lambda V_{i, j, i+j}}{2 \omega \Omega_{i j}}, \quad \tilde{W}_{i j}=\frac{\Omega_{i j}}{\omega} W_{i i}
$$
where $\omega$ is given by Eq. (37). These equations are still sufficiently complicated to require considerable analysis. However, one can see that, except for the last terms of the second and third equations, these equations depend on the ratio of $\lambda / \omega$, rather than on $\lambda$ or $\omega$ alone. The exceptional terms arise from the so-called Umklapp terms, and are important only when the high modes are excited. Another feature which can be seen from Eq. (38) is that $\Omega_{i j}$ should be nearly proportional to $\lambda$, and $\alpha_{i}$ should be nearly independent of $\lambda$. Once again the Umklapp terms are the exception to this result. It would be of some interest to see whether these predictions are borne out by computations, and to further check Eq. (38) against numerical solutions.

## VII. CONCLUSION

The present study has shown the importance of the shifted frequencies in the determination of the behavior of coupled oscillators. The perturbation method developed in NOI was also found to be quite adequate, even in low order, for determining these frequencies. The confirmation of this perturbative method was, however, rather limited and further studies with different initial conditions would be of considerable interest. In addition to the agreement between the theory and computer solutions, the theory indicates certain general features. One of the most important results is that the "nearergodic" behavior of such systems can be expected to be strongly dependent on initial conditions. In particular, the present analysis suggests that, for weak coupling, an ensemble composed of perfect coupled oscillators will tend to have their lower modes preferentially excited. Also the effects of imperfections on the gross properties of these systems appear to be small unless the imperfections are quite large. Thus the "speck of dust" should not substantially effect the recurrence properties of this system unless the recurrence time is sufficiently long. Further, judiciously selected computations should shed valuable light on these conclusions.

## APPENDIX A

In this section we will derive the general expression for $V_{i k l}$ in the case of the imperfect chain, characterized by the coupling constants of Eq. (11). Substituting Eq. (5b) into the Hamiltonian Eq. (4), one
obtains

$$
\begin{align*}
H & =\frac{1}{2} \sum_{k} \dot{a}_{k}^{2}+\omega_{k}^{2} a_{k}^{2}+\frac{1}{24}\left(\frac{2}{N}\right)^{i} \sum_{i=0}^{N-1} \lambda_{i} \\
& \times\left[\sum_{k} a_{k}\left(-\omega_{k}^{2} \sin \frac{i k \pi}{N}+\omega_{2 k} \cos \frac{i k \pi}{N}\right)\right]^{3}, \tag{A1}
\end{align*}
$$

where $\omega_{k}=2 \sin (K \pi / 2 N)$ has been used.
Since $\lambda_{i}$ is in the form of Eq. (11), only the terms of the cubic term in Eq. (Al) which will survive after the summation on $i$ are those proportional to $\cos (i s \pi / N)$. Collecting only these terms, the cubic term of Eq. (A1) yields

$$
\begin{array}{r}
\sum_{i, k, l} a_{i} a_{k} a_{l}\left[P\left\{\omega_{i}^{2} \omega_{k}^{2} \omega_{2 l} \sin \frac{i j \pi}{N} \sin \frac{i k \pi}{N} \cos \frac{i l \pi}{N}\right\}\right. \\
\left.+\omega_{2 j} \omega_{2 k} \omega_{2 l} \cos \frac{i j \pi}{N} \cos \frac{i k \pi}{N} \cos \frac{i l \pi}{N}\right] \tag{A2}
\end{array}
$$

where $P$ stands for the sum of the three distinct permutations of $(j, k, l)$ in the brackets \{ \}. Multiplying Eq. (A2) by $\lambda_{i}$, Eq. (11), and using trigonometric identities, one finds

$$
\begin{aligned}
& \frac{\lambda}{8} \sum_{i, k, l} \sum_{m=0}^{N-1} a_{i} a_{k} a_{l} \sigma_{m}\left(1+\delta_{m}\right) \odot \\
& \times\left[P \left\{\omega _ { i } ^ { 2 } \omega _ { k } ^ { 2 } \omega _ { 2 l } \left[\cos \frac{i \pi}{N}(j-k \pm l \pm m)\right.\right.\right. \\
&\left.\left.-\cos \frac{i \pi}{N}(j+k \pm l \pm m)\right]\right\} \\
&\left.+\omega_{2,} \omega_{2 k} \omega_{2 l} \cos \frac{i \pi}{N}(l \pm k \pm j \pm m)\right]
\end{aligned}
$$

where $\mathcal{P}$ represents the sum of all (four or eight) permutations of the signs ( $\pm$ ). The term $\delta_{m}$ can be dropped if one takes $\pm 0$ (when $m=0$ ) as two terms. Substituting this expression into Eq. (A1) and summing on $i$, one finds

$$
\begin{equation*}
H=\frac{1}{2} \sum_{k} a_{k}^{2}+\omega_{k}^{2} a_{k}^{2}+\frac{1}{3} \lambda \sum_{i, k, l} V_{i k l} a_{i} a_{k} a_{l} \tag{A3}
\end{equation*}
$$

where

$$
\begin{align*}
& V_{i k l}=\frac{1}{32}\left(\frac{2}{N}\right)^{\frac{1}{2}} \sum_{m=0}^{N-1} \sigma_{m}\left(1+\delta_{m}\right) \odot\left[P \left\{\omega _ { j } ^ { 2 } \omega _ { k } ^ { 2 } \omega _ { 2 l } \left(\delta_{i-k * l+m}\right.\right.\right. \\
& \left.\left.+\delta_{i-k * l * m+2 N}-\delta_{i+k=l * m}-\delta_{i+k=l+m-2 N}\right)\right\} \\
& \left.+\omega_{2 ;} \omega_{2 k} \omega_{2 l}\left(\delta_{l+k+j+m}+\delta_{l+k+j \pm m+2 N}\right)\right] . \tag{A4}
\end{align*}
$$

Since $V_{i k l}$ is symmetric in the indices ( $j, k, l$ ), Eqs. (A3) and (A4) are of the desired form [Eq. (6)]. The expression [Eq. (A4)] for $V_{i k l}$ can be simplified considerably. One useful simplification can be obtained in the limit of large $N$, for, since $\omega_{k} \sim N^{-1}$ in this limit, Eq. (A4) reduces to

$$
\begin{align*}
V_{i k l} \simeq \frac{1}{32}\left(\frac{2}{N}\right)^{\frac{1}{2}} & \sum_{m=0}^{N-1} \sigma_{m}\left(1+\delta_{m}\right) \omega_{2 ;} \omega_{2 k} \omega_{2 l} \odot \\
& \times\left(\delta_{l \neq k \neq j * m}+\delta_{l+k * i \neq m * 2 N}\right) . \tag{A5}
\end{align*}
$$

We will now indicate the method of simplifying Eq. (A4) for the case of a perfect chain (and very similarly for the imperfect chain). The bracket [ ] of Eq. (A4), when rearranged, can be put in the form

$$
\begin{align*}
& P\left[-\omega_{j}^{2} \omega_{k}^{2} \omega_{2 l}+\omega_{j}^{2} \omega_{l}^{2} \omega_{2 k}+\omega_{l}^{2} \omega_{k}^{2} \omega_{2 j}+\omega_{2 ;} \omega_{2 k} \omega_{2 l}\right] \delta_{i+k-l} \\
&-\left[P\left(\omega_{j}^{2} \omega_{k}^{2} \omega_{2 l}\right)-\omega_{2 ;} \omega_{2 k} \omega_{2 l}\right] \delta_{j+k+l-2 N} . \tag{A6}
\end{align*}
$$

Using the fact that $\omega_{k}=2 \sin (k \pi / 2 N)$, together with simple trigonometric identities, the two brackets of Eq. (A6) reduce to

$$
\begin{aligned}
4\left[\omega_{2 i}+\omega_{2 k}-\omega_{2 l}+\omega_{2(l-i)}+\right. & \omega_{2(l-k)} \\
& \left.-\omega_{2(i+k)}+\omega_{2(i+k-l)}\right]
\end{aligned}
$$

and

$$
\begin{aligned}
-4\left[\omega_{2 i}+\omega_{2 k}+\omega_{2 l}\right. & -\omega_{2(i+k+l)} \\
& \left.-\omega_{2(i+k)}-\omega_{2(i+l)}-\omega_{2(k+l)}\right]
\end{aligned}
$$

respectively. Using the Kronecker functions in Eq. (A6), one obtains for Eq. (A6),

$$
\begin{equation*}
8(2 N)^{\frac{1}{2}} P\left\{\gamma_{i k} \delta_{i+k-l}\right\}-8(2 N)^{\frac{1}{4}} \gamma_{i k} \delta_{i+k+l-2 N}, \tag{A7}
\end{equation*}
$$

where $\gamma_{i k}$ is defined in Eq. (9). Substituting Eq. (A7) into Eq. (A4), and setting $\sigma_{0}=1$, one obtains

$$
\begin{equation*}
V_{i k l}=P\left\{\gamma_{i k} \delta_{j+k-l}-\frac{1}{3} \gamma_{j k} \delta_{j+k+l-2 N}\right\}, \tag{A8}
\end{equation*}
$$

which is identical with Eq. (8).

## APPENDIX B

There appear to be very few studies in which the equations of motion for the action-angle variables have been explicitly integrated to determine the behavior of coupled nonlinear oscillators. It is perhaps of some interest therefore to show, by means of a simple example, some of the disadvantages and advantages of this approach.

In many of the examples studied above, the energy was largely confined to the first two modes, so we may expect that the Hamiltonian
$H=\sum_{k=1}^{2} \Omega_{k} J_{k}+\lambda V_{112}\left(\frac{8 J_{1}^{2} J_{2}}{\Omega_{1}^{2} \Omega_{2}}\right)^{\frac{1}{2}} \sin ^{2} \theta_{1} \sin \theta_{2}$
should yield comparable results for the energies $E_{k}=\Omega_{k} J_{k}$. We are interested in the slow (and large-scale) variations of $J_{k}$, so we shall approximate $H$ by its time averaged value

$$
\bar{H}=\sum_{k=1}^{2} \Omega_{k} J_{k}+\frac{1}{2} \lambda V_{112} \frac{J_{1}}{\Omega_{1}}\left(\frac{2 J_{2}}{\Omega_{2}}\right)^{\frac{1}{2}} \sin \left(2 \theta_{1}-\theta_{2}\right) .
$$

The equations of motion are therefore
$\dot{J}_{1}=\left(\lambda V_{112} / \Omega_{1}\right)\left(2 / \Omega_{2}\right)^{\frac{1}{2}} J_{1} J_{2}^{\frac{1}{2}} \cos \left(2 \theta_{1}-\theta_{2}\right)$,
$\dot{J}_{2}=\left(\lambda V_{112} / \Omega_{1}\right)\left(2 \Omega_{2}\right)^{-\frac{1}{4}} J_{1} J_{2}^{\frac{1}{2}} \cos \left(2 \theta_{1}-\theta_{2}\right)$,
and

$$
\begin{align*}
2 \dot{\theta}_{1}-\dot{\theta}_{2}= & 2 \partial \bar{H} / \partial J_{1}-\partial \bar{H} / \partial J_{2} \\
= & 2 \Omega_{1}-\Omega_{2}+\left(\lambda V_{112} / \Omega_{1}\right)\left(2 / \Omega_{2}\right)^{\frac{1}{2}} \\
& \times\left(J_{2}^{\frac{1}{2}}-\frac{1}{4} J_{2}^{-\frac{1}{2}} J_{1}\right) \sin \left(2 \theta_{1}-\theta_{2}\right) . \tag{B3}
\end{align*}
$$

Using the initial conditions [Eq. (33)]:
$a_{1}(0)=\left(\frac{1}{2} N\right)^{\frac{1}{2}}, \quad a_{2}(0)=0, \quad \dot{a}_{1}(0)=\dot{a}_{2}(0)=0$,
and the relationships

$$
a_{k}=\left(2 J_{k} / \Omega_{k}\right)^{\frac{1}{4}} \sin \theta_{k}, \quad \dot{a}_{k}=\left(2 J_{k} \Omega_{k}\right)^{\frac{1}{2}} \cos \theta_{k},
$$

one finds for the initial conditions

$$
\begin{equation*}
J_{1}(0)=\frac{1}{4} N \Omega_{1}, \quad \theta_{1}(0)=\frac{1}{2} \pi, \quad J_{2}(0)=0 \tag{B4}
\end{equation*}
$$

but $\theta_{2}(0)$ is undetermined. To determine $\theta_{2}(0)$, one notes that $a_{2} / \dot{a}_{2} \rightarrow+0$ as $t \rightarrow 0, a_{2}$ is negative near $t=0, \dot{\theta}_{2}>0$, and assuming continuity, one concludes that

$$
\begin{equation*}
\theta_{2}(0)=\pi . \tag{B5}
\end{equation*}
$$

Using these initial conditions, it might seem reasonable to approximate $2 \theta_{1}-\theta_{2}$ by $\left(2 \Omega_{1}-\Omega_{2}\right) t$ (the phase factors cancel) and use only the Eqs. (B2), or equivalently setting $\lambda=0$, in Eq. (B3). However, because of the initial condition $J_{2}(0)=0$, the situation must be treated with more care. We shall assume instead that

$$
\begin{equation*}
2 \theta_{1}-\theta_{2}=\omega t \tag{B6}
\end{equation*}
$$

and"determine $\omega$ in some low order of approximation. The reason this initial condition requires special care is that neither Eq. (B2) nor Eq. (B3) satisfy a Lipschitz condition at $J_{2}=0$, and, in fact, Eq. (B2) has two solutions satisfying Eq. (B4). These two solutions are:

$$
J_{1}(t)=\frac{1}{4} N \Omega_{1} ; \quad J_{2}(t)=0
$$

and, using Eq. (B6),

$$
\begin{align*}
& J_{1}(t)=\frac{1}{4} N \Omega_{1} \operatorname{sech}^{2}[\alpha \sin \omega t],  \tag{B7}\\
& J_{2}(t)=\frac{1}{8} N \Omega_{1} \tanh ^{2}[\alpha \sin \omega t],
\end{align*}
$$

where

$$
\alpha=\lambda V_{112} N^{\frac{1}{2}} / 4 \omega\left(\Omega_{1} \Omega_{2}\right)^{\frac{1}{2}} .
$$

We see that $J_{1}$ and $J_{2}$ have periods $\pi / \omega$, so if we had taken $\omega=2 \Omega_{1}-\Omega_{2}$, the predicted periods of $E_{1}$ and $E_{2}$ would have been one-half of the actual periods. To determine $\omega$ we insert Eq. (B7) into Eq. (B3), expand and retain only the lowest-order terms in $\lambda$ (i.e., $\lambda^{0}$ ). Because of the term $J_{2}^{-\frac{1}{2}} \sim \lambda^{-1}$, this is not equivalent to setting $\lambda=0$ in Eq. (B3). One finds by this method

$$
\begin{equation*}
\omega=\frac{1}{2}\left(2 \Omega_{1}-\Omega_{2}\right), \tag{B8}
\end{equation*}
$$

which now yields the correct periods for $E_{k}(t)=$ $\Omega_{k} J_{k}$. If one expands the solutions of Eq. (B7), they are found to agree with our previous solutions [Eq. (24)], for the energies $E_{k}(t)$.

The principal advantage of this method is that one obtains the energies directly. Moreover, in the present simple case, Eqs. (B2) can be integrated exactly [however, not Eq. (B3)], giving a better idea of how the energy is exchanged when the coupling is strong. The principal disadvantages come from the singularity in Eq. (B3) at $J_{2}=0$, and the determination of $\Omega_{k}$ (i.e., the shift away from $\omega_{k}$ ).
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#### Abstract

In previous papers of this series, a theory was constructed for the description of the statistical properties of the eigenvalues of a random matrix of high order. This paper deduces from the same theoretical model the statistical behavior to be expected for a finite stretch of observed eigenvalues chosen out of a much longer stretch of unobserved ones. In comparing the model with experimental data, we have always to deal with such a finite stretch of observed levels. Three "statistics" are investigated; these are quantities which can be computed directly from the observed data, and for which the expectation values and statistical variances can be calculated from the theory. One statistic gives only a precise way of measuring the average level spacing. One provides a test of the model by measuring the degree of long-range order in the level series. The third provides an independent test of the model by measuring the degree of short-range order. In Sec. V these methods are applied to a preliminary analysis of some experimental data on neutron capture levels in heavy nuclei. The results are inconclusive. Discrepancies between theory and observation are large, but the discrepancies might be produced either by incompleteness of the data or by incorrectness of the theoretical model.


## I. INTRODUCTION

SUPPOSE that the energy levels of a complex system are observed in an interval of energy of length $2 L$, and are found at the positions $\left[E_{1}\right.$, $\left.E_{2}, \cdots, E_{n}\right]$. The statistical theory developed in a series of earlier papers ${ }^{1}$ suggests the following hypothesis for the statistical behavior of the $E_{i}$. There exists a mean-level-spacing $D$ and a very large integer $N$ such that

$$
\begin{equation*}
E_{i}=(N D / 2 \pi) \theta_{i}, \quad j=1, \cdots, n . \tag{1}
\end{equation*}
$$

The angles $\left[\theta_{1}, \cdots, \theta_{n}\right]$ are a section of a longer series $\left[\theta_{1}, \cdots, \theta_{N}\right]$. The $\left[\theta_{1}, \cdots, \theta_{N}\right]$ are distributed on the whole circle $0 \leq \theta_{i} \leq 2 \pi$ with the probability distribution

$$
\begin{equation*}
Q_{N}\left(\theta_{1}, \cdots, \theta_{N}\right)=C_{N} \prod_{i<i}\left|e^{i \theta_{i}}-e^{i \theta_{j}}\right| . \tag{2}
\end{equation*}
$$

The $\left[\theta_{1}, \cdots, \theta_{n}\right]$ are the subset of $\left[\theta_{1}, \cdots, \theta_{N}\right]$ contained in a randomly chosen arc of angular length

$$
\begin{equation*}
2 \alpha=(4 \pi L / N D) \tag{3}
\end{equation*}
$$

the remaining $\theta_{i}$ which lie outside this arc being unobserved.

The purpose of the present paper is to calculate various properties of the observed level-series which follow from this hypothesis. In I, II, and III, a number of consequences were deduced from Eq. (2) concerning the statistical properties of the complete series of angles $\left[\theta_{1}, \cdots, \theta_{N}\right]$. Experimental data

[^85]is always restricted to a partial series $\left[\theta_{1}, \cdots, \theta_{n}\right]$. For the analysis of experiments, it is essential to study the properties of partial series. The calculations will be made under the conditions
\[

$$
\begin{equation*}
1 \ll n \ll N \tag{4}
\end{equation*}
$$

\]

That is to say, the number $n$ of observed levels is large enough to be described in statistical terms, but is still very small compared with the number of unobserved levels.

The method of procedure is to search for convenient statistics of the observed level series. The word "statistic" is here used in the technical sense customary among statisticians. A "statistic" is a number $W$ which can be computed from an observed sequence of levels alone without other information, and for which the average value $\langle W\rangle$ and the variance

$$
\begin{equation*}
V_{W}=\left\langle(W-\langle W\rangle)^{2}\right\rangle \tag{5}
\end{equation*}
$$

are known from the theoretical model. A convenient statistic should satisfy two conditions: (i) the computation of $W$ from the observed data should be simple, and (ii) the theoretical figure of merit

$$
\begin{equation*}
\Phi_{W}=\left[V_{W} /\langle W\rangle^{2}\right] \tag{6}
\end{equation*}
$$

should be as small as possible. This $\boldsymbol{\Phi}_{\boldsymbol{W}}$ is the meansquare fractional deviation which is to be expected between the observed $W$ and the theoretical $\langle W\rangle$, if the theoretical model is a valid one.

A statistic may serve either of two purposes. If $\langle W\rangle$ involves some unknown parameter contained in the theoretical model, then $W$ provides a measure-
ment of this parameter with fractional error proportional to $\Phi_{W}^{\frac{1}{3}}$. If $\langle W\rangle$ is independent of parameters, then $W$ provides a test of the theory. In the second case, the theory has clearly failed if $(W-\langle W\rangle)^{2}$ is found to be much larger than $V_{W}$.

In the theoretical model described above, there is only one parameter, namely the "ideal levelspacing" $D$. The integer $N$ is not an effective parameter, since all properties of the model become independent of $N$ as $N \rightarrow \infty$. In the analysis of observations, one needs only one statistic to measure $D$, and any additional statistics will provide tests of the model.

In practice one often has level series which are mixtures of two or more superimposed series with different values of angular momentum and parity. For the analysis of such series one must consider a generalized theoretical model. The generalized model consists of $m$ uncorrelated level series superimposed on the same interval of length $2 L$, their theoretical level spacings being $\left[D_{1}, \cdots, D_{m}\right]$. This generalized model contains $m$ free parameters $D_{\mu}$. It is more convenient to take for the parameters the overall mean level-spacing

$$
\begin{equation*}
D=\left[\sum D_{\mu}^{-1}\right]^{-1} \tag{7}
\end{equation*}
$$

and the fractions

$$
\begin{equation*}
f_{\mu}=\left(D / D_{\mu}\right), \quad \sum f_{\mu}=1 \tag{8}
\end{equation*}
$$

$f_{\mu}$ being the proportion of levels belonging to the $\mu$ th series.

When one is dealing with a double series ( $m=2$ ), it is possible with two statistics to measure $D$ and $f_{1}=1-f_{2}$, and with a third statistic to obtain a meaningful test of the model. When the series is multiple ( $m>2$ ), the information that can be obtained in this way is necessarily more fragmentary.

The following three sections (II-IV) are devoted to a detailed examination of the theoretical properties of three types of statistic. Finally, in Sec. V, the practical use of this analysis will be illustrated by a preliminary comparison of theory with observation in the case of series of neutron capture levels in heavy nuclei.

## II. LINEAR STATISTICS

The simplest statistie for the measurement of $D$ is

$$
\begin{equation*}
W_{1}=n, \quad\left\langle W_{1}\right\rangle=(2 L / D) . \tag{9}
\end{equation*}
$$

This is one of a general class of linear statistics

$$
\begin{equation*}
W=\sum_{i=1}^{n} f\left(E_{i}\right) \tag{10}
\end{equation*}
$$

$$
\begin{equation*}
\langle W\rangle=D^{-1} \int_{-L}^{L} f(x) d x \tag{11}
\end{equation*}
$$

where $f(x)$ is any function defined on the interval $[-L,+L]$, the zero of energy being for convenience chosen at the center of the observed interval. The special function $f(x)=1$ gives the statistic (9). The mean values (9) and (11) hold both for simple and multiple level series.

The variance of $W$ for a single level series is

$$
\begin{align*}
V_{W}= & \iint_{-(L / D)}^{(L / D)} f(D u) f(D v) \\
& \quad \times\left[\delta(u-v)-Y_{2}(u-v)\right] d u d v \tag{12}
\end{align*}
$$

where $Y_{2}$ is the two-level cluster function given by Eq. (III, 51). Let $\phi(t)$ be the Fourier transform of $f(x)$ defined by

$$
\begin{align*}
& f(x)=\int_{-\infty}^{\infty} \phi(t) \exp [2 \pi i x t] d t  \tag{13}\\
& \phi(t)=\int_{-\infty}^{\infty} f(x) \exp [-2 \pi i x t] d x \tag{14}
\end{align*}
$$

Then Eq. (III, 14) gives

$$
\begin{equation*}
V_{W}=D^{-1} \int_{-\infty}^{\infty} \phi(t) \phi(-t)[1-b(D t)] d t \tag{15}
\end{equation*}
$$

with $b(k)$ given by Eq. (III, 56).
The function $\phi(t)$ is large only for values of $t$ of the order $L^{-1}$. Provided that $f(x)$ is a smooth function, the whole of the integral (15) will come from values of $t$ of this order, and so the approximation

$$
\begin{equation*}
b(k)=1-2|k| \tag{16}
\end{equation*}
$$

may be used with an error of order $(D / 2 L)=n^{-1}$. Terms of order $n^{-1}$ will always be neglected. Thus for smooth $f(x)$, Eq. (15) becomes

$$
\begin{align*}
V_{W} & =2 \int_{-\infty}^{\infty} \phi(t) \phi(-t)|t| d t  \tag{17}\\
& =-\frac{1}{\pi^{2}} \iint_{-L}^{L} f^{\prime}(x) f^{\prime}(y) \log |x-y| d x d y \tag{18}
\end{align*}
$$

Observe that these expressions are now independent of $D$. Equation (17) may be used whenever the integral converges, and Eq. (18) whenever $f(x)$ is differentiable. However, neither expression applies when $f(x)=1$, because of the discontinuities at the end points.

When $f(x)=1$, Eq. (14) gives

$$
\begin{equation*}
\phi(t)=[\sin (2 \pi L t) /(\pi t)], \tag{19}
\end{equation*}
$$

and Eq. (17) diverges. In this case it is necessary to go back to the exact Eq. (15). The integral (15) may be split into the two parts $|t|<\eta$ and $|t|>\eta$, where

$$
\begin{equation*}
L^{-1} \ll \eta \ll D^{-1} . \tag{20}
\end{equation*}
$$

In the part $|t|<\eta$ we use the exact Eq. (19) for $\phi(t)$ and the approximation (16) for $b(k)$. In the part $|t|>\eta$ we use Eq. (III, 74). Eq. (15) then gives

$$
\begin{equation*}
V_{n}=\left(2 / \pi^{2}\right)\left[\ln (2 \pi n)+1+\gamma-\left(\pi^{2} / 8\right)\right] \tag{21}
\end{equation*}
$$

where the $n$ in the logarithm means the expectationvalue $\langle n\rangle=(2 L / D)$. The figure of merit for the statistic $n$ is

$$
\begin{equation*}
\Phi_{n}=\left(2 / \pi^{2} n^{2}\right)\left[\ln (2 \pi n)+1+\gamma-\left(\pi^{2} / 8\right)\right] . \tag{22}
\end{equation*}
$$

Equation (21) shows that the statistical fluctuation of $n$ is in practice very small. For example, when $n=100, V_{n}=1.4$, and so $D$ is measured to $1 \%$ accuracy by the simple statistic ( $2 L / n$ ). Eq. (21) confirms and makes more precise the result obtained in Eq. (II, 112).

Although the variance of $n$ is in practice small, it is clear from Eq. (18) that $n$ is not the best statistic for measuring $D$. If we write

$$
\begin{equation*}
f(x)=g(x / L) \tag{23}
\end{equation*}
$$

where $g(u)$ is a smooth function defined for ( $-1<u<+1$ ), then Eq. (18) is a pure number, independent of $D$ and $L$. Hence $V_{W}<V_{n}$ for large $n$. In other words, any smooth function $g(u)$ gives a more precise measurement of $D$ than $n$ does, provided $n$ is large enough. Quantitatively, the figure of merit for the statistic $W$ is
$\Phi_{W}=\frac{4}{\pi^{2} n^{2}}\left[\frac{\iint_{-1}^{1} g^{\prime}(x) g^{\prime}(y) \log |x-y| d x d y}{\left\{\int_{-1}^{1} g^{\prime}(x) x d x\right\}^{2}}\right]$.
It is of some interest to determine from Eq. (24) the best possible function $g(u)$. By taking a variation of Eq. (24), we find that the optimum $g^{\prime}(u)$ satisfies the integral equation

$$
\begin{equation*}
\int_{-1}^{1} g^{\prime}(y) \log |x-y| d y=x \tag{25}
\end{equation*}
$$

which has the solution

$$
\begin{equation*}
g(x)=(1 / \pi)\left(1-x^{2}\right)^{\frac{1}{2}} . \tag{26}
\end{equation*}
$$

The optimum statistic is

$$
\begin{equation*}
W=\sum_{i=1}^{n}\left[1-\left(E_{i} / L\right)^{2}\right]^{\frac{1}{2}}, \quad\langle W\rangle=(\pi L / 2 D), \tag{27}
\end{equation*}
$$

which has the variance

$$
\begin{equation*}
V_{W}=\frac{1}{2}, \tag{28}
\end{equation*}
$$

and the figure of merit

$$
\begin{equation*}
\Phi_{W}=\left(8 / \pi^{2} n^{2}\right) . \tag{29}
\end{equation*}
$$

Eq. (28) shows that the average number of levels in an interval of length $2 L$, namely

$$
\begin{equation*}
\langle n\rangle=(2 L / D)=(4 / \pi)\langle W\rangle, \tag{30}
\end{equation*}
$$

can be measured with an absolute mean-square error less than one unit, using the statistic ( $4 \mathrm{~W} / \pi$ ) with $W$ given by Eq. (27). If we used for $\langle n\rangle$ the statistic $n$, we would have a larger error given by the square root of Eq. (21). The fact that $\langle n\rangle$ is measurable to within one unit in an interval of arbitrary length is an indication of the essentially crystalline character of the level series.

In the case of a multiple level series, the variance of a linear statistic is the sum of the variances computed for the individual series. Thus Eq. (21) becomes

$$
\begin{align*}
V_{n}=\frac{2 m}{\pi^{2}}[\log (2 \pi n)+1 & \left.+\gamma-\frac{\pi^{2}}{8}\right] \\
& +\frac{2}{\pi^{2}} \sum_{1}^{m} \log f_{\mu} \tag{31}
\end{align*}
$$

while Eq. (28) becomes simply

$$
\begin{equation*}
V_{W}=\frac{1}{2} m, \tag{32}
\end{equation*}
$$

$m$ being the number of independent series. Thus a rare series contributes as much as a dense series to the error in measurement of $D$. This effect of a rare series may be of some practical importance, for example, when a few $p$-wave levels are mixed into a series of neutron-capture levels which are predominantly $s$ wave. The effect will be even worse than is indicated by Eq. (32), because in practice not all the levels in the $p$-wave series will be observed.

## III. LEAST-SQUARE STATISTICS

It is customary ${ }^{2}$ to represent the experimental level distributions graphically by a plot of $N(E)$ against $E$, where $N(E)$ is the number of levels having energy between zero and $E$. The resulting graphs are in appearance like staircases, and the staircase gives a good visual impression of the over-

[^86]all regularity of the level series. It is customary to measure the average level spacing by drawing a line having the same average slope as the staircase. Fluctuations in the level series then appear as deviations of the staircase from the straight line.

The aim of this section is to make a quantitative study of this "staircase" method of analysis of data, and to find out precisely what can be learned from it. It should be possible to construct, from the deviations between the staircase and the straight line, a statistic which will serve to test whether the overall irregularity of the observed level series is in agreement with the theoretical model or not.

It is convenient to take the observed energy interval as $[-L,+L]$, with zero in the center. For negative $E, N(E)$ is defined as minus the number of levels between $E$ and zero. The problem is to analyze the deviation of the staircase graph

$$
\begin{equation*}
y=N(E) \tag{33}
\end{equation*}
$$

from a suitably chosen straight line

$$
\begin{equation*}
y=A E+B \tag{34}
\end{equation*}
$$

A suitable method of analysis is to fit Eq. (34) to (33) by a least-squares criterion. The mean-square deviation of Eq. (33) from the best fit (34) is

$$
\begin{equation*}
\Delta=\operatorname{Min}_{\Delta, B}\left\{\frac{1}{2 L} \int_{-L}^{L}[N(E)-A E-B]^{2} d E\right\} . \tag{35}
\end{equation*}
$$

We choose this $\Delta$ as the statistic which measures the irregularity of the level series.

We consider three possible ways of fitting the straight line to the staircase, which give rise to three different statistics $\Delta_{1}, \Delta_{2}, \Delta_{3}$. For $\Delta_{1}$ we assume $B=0$, so that the line is constrained to pass through the fixed point $y=N(E)=E=0$ at the center of the interval, only the slope $A$ being fitted to the data. Eq. (35) then gives

$$
\begin{align*}
& \Delta_{1}=\frac{1}{2 L} \int_{-L}^{L}[n(E)]^{2} d E \\
&-\frac{3}{4 L^{4}}\left[\int_{-L}^{L} n(E) E d E\right]^{2},  \tag{36}\\
& n(E)=N(E)-(E / D) . \tag{37}
\end{align*}
$$

For $\Delta_{2}$ we assume that the line is constrained to pass through the fixed point $y=N(-L), E=-L$ at the lower end of the observed interval. Then

$$
\begin{align*}
\Delta_{2}=\frac{1}{2 L} & \int_{-L}^{L}\left[n^{\prime}(E)\right]^{2} d E \\
& -\frac{3}{16 L^{4}}\left[\int_{-L}^{L} n^{\prime}(E)(E+L) d E\right]^{2}, \tag{38}
\end{align*}
$$

$$
\begin{equation*}
n^{\prime}(E)=N(E)-N(-L)-[(E+L) / D] \tag{39}
\end{equation*}
$$

For $\Delta_{3}$ we leave the line unconstrained so that the parameters $A, B$ may vary independently. This gives

$$
\begin{equation*}
\Delta_{3}=\Delta_{1}-\frac{1}{4 L^{2}}\left[\int_{-L}^{L} n(E) d E\right]^{2}, \tag{40}
\end{equation*}
$$

or equivalently
$\Delta_{3}=\Delta_{2}-\frac{9}{16 L^{4}}\left[\int_{-L}^{L} n^{\prime}(E)\left(E-\frac{1}{3} L\right) d E\right]^{2}$.
The reason for considering the unsymmetrical statistic $\Delta_{2}$ is that the fitting of data in the past ${ }^{2}$ has usually been done in this way, with the line forced to pass through the lower end point of the staircase. $\Delta_{1}$ was considered in order to see whether a symmetric fitting would give a more useful statistic. Unexpectedly it turns out that $\Delta_{1}$ is statistically much more unreliable than $\Delta_{2}$. On general grounds one would expect $\Delta_{3}$ to be more informative than either $\Delta_{1}$ or $\Delta_{2}$. In fact, the superiority of $\Delta_{3}$ is greater than one would naively suppose. The additional labor of making a 2 -parameter fit to determine $\Delta_{3}$ is very much worthwhile.

The first step in the theoretical analysis is to calculate expectation values for $\Delta_{1}, \Delta_{2}, \Delta_{3}$. If $k$ is any nonzero integer, we write

$$
\begin{equation*}
\rho_{k}=\sum_{i=1}^{N} \exp \left(i k \theta_{i}\right) \tag{42}
\end{equation*}
$$

and then by Eq. (III, 14),

$$
\begin{equation*}
\left\langle\rho_{k} \rho_{-l}\right\rangle=N \delta_{k l}(1-b(k / N)) . \tag{43}
\end{equation*}
$$

When $k$ is small compared with $N$, the approximation (16) holds, and so

$$
\begin{equation*}
\left\langle\rho_{k} \rho_{-l}\right\rangle=2|k| \delta_{k l}, \quad|k| \ll N \tag{44}
\end{equation*}
$$

We can express $\Delta_{1}, \Delta_{2}, \Delta_{3}$ in terms of the $\rho_{k}$ as follows, using Eqs. (36), (40), and (41):

$$
\begin{align*}
\Delta_{3}= & V_{3}-\left(3 / 4 L^{4}\right)\left(R_{3}\right)^{2}  \tag{45}\\
\Delta_{1}= & \Delta_{3}+\left(1 / 4 L^{2}\right)\left(R_{1}\right)^{2}  \tag{46}\\
\Delta_{2}= & \Delta_{3}+\left(9 / 16 L^{4}\right)\left(R_{2}\right)^{2}  \tag{47}\\
V_{3}= & \frac{1}{16 \pi^{2} L^{2}} \sum \sum \frac{\rho_{k} \rho_{-l}}{k l} \\
& \quad \times[2 L \psi(k-l)-\psi(k) \psi(-l)]  \tag{48}\\
& =\frac{1}{4 \pi^{2}} \sum \frac{\rho_{k}}{k} \Delta \psi(k),  \tag{49}\\
R_{3}= & \frac{1}{2 \pi i} \sum \frac{\rho_{k}}{k}(2 L-\psi(k)), \tag{50}
\end{align*}
$$

$$
\begin{align*}
R_{2}=-\frac{1}{4 \pi^{2}} & \sum \frac{\rho_{k}}{k}\left[\Delta \psi(k)+\frac{2 \pi i L}{3}\right. \\
& \left.\times\left(\psi(k)-2 L \exp \left(\frac{2 \pi i k L}{N D}\right)\right)\right] \tag{51}
\end{align*}
$$

We have used the notations

$$
\begin{align*}
\psi(k) & =\phi(k / N D)  \tag{52}\\
\Delta \psi(k) & =\frac{1}{2} N D(\psi(k+1)-\psi(k-1)),
\end{align*}
$$

with $\phi(t)$ defined by Eq. (19). The sums over $k$ and $l$ always extend over integer values excluding zero. The expectation values of $\Delta_{1}, \Delta_{2}$ and $\Delta_{3}$ can now be evaluated by means of Eqs. (43), (44) and (III, 74). The results are

$$
\begin{align*}
& \left\langle\Delta_{1}\right\rangle=\frac{2}{\pi^{2}}\left[\ln (\pi n)+\gamma-\frac{\pi^{2}}{8}-\frac{3}{8}\right],  \tag{53}\\
& \left\langle\Delta_{2}\right\rangle=\frac{5}{4 \pi^{2}}\left[\ln (2 \pi n)+\gamma-\frac{\pi^{2}}{8}-\frac{21}{20}\right],  \tag{54}\\
& \left\langle\Delta_{3}\right\rangle=\frac{1}{\pi^{2}}\left[\ln (2 \pi n)+\gamma-\frac{\pi^{2}}{8}-\frac{5}{4}\right] . \tag{55}
\end{align*}
$$

Putting in the numerical values of the constants, we find

$$
\begin{align*}
& \left\langle\Delta_{1}\right\rangle=\left(2 / \pi^{2}\right)[\ln n+0.1132]  \tag{56}\\
& \left\langle\Delta_{2}\right\rangle=\left(5 / 4 \pi^{2}\right)[\ln n+0.1313]  \tag{57}\\
& \left\langle\Delta_{3}\right\rangle=\left(1 / \pi^{2}\right)[\ln n-0.0687] \tag{58}
\end{align*}
$$

The mean-square deviations (56)-(58) are in all practical cases extraordinarily small. For example, in a series of 100 observed levels we have $\left\langle\Delta_{2}\right\rangle<0.6$, $\left\langle\Delta_{3}\right\rangle<\frac{1}{2}$. This means that the deviation of the staircase graph from a straight line is almost always less than one unit. The theory predicts that level series should be spaced with an extremely high degree of regularity.

To emphasize the strong tendency toward regular spacing of energy levels, it is interesting to contrast the results (56)-(58) with the corresponding meansquare deviations which would be expected for a completely random sequence of numbers. For $n$ numbers distributed at random in the interval $[-L,+L]$, the expected mean-square deviations are given by

$$
\begin{align*}
& \left\langle\Delta_{1}\right\rangle_{R}=(3 / 20) n,  \tag{59}\\
& \left\langle\Delta_{2}\right\rangle_{R}=(1 / 10) n,  \tag{60}\\
& \left\langle\Delta_{3}\right\rangle_{R}=(1 / 15) n . \tag{61}
\end{align*}
$$

In going from a sequence of random numbers to a sequence of energy levels, the effect on the mean-
square deviations is roughly to replace $n$ by $(\ln n)$. This illustrates how dramatically nonrandom an energy-level series really is.

In order to make practical use of the statistics $\Delta_{1}, \Delta_{2}$, or $\Delta_{3}$, we need to know their theoretical variances. To calculate

$$
\begin{equation*}
V_{\Delta 3}=\left\langle\left(\Delta_{3}\right)^{2}\right\rangle-\left\langle\Delta_{3}\right\rangle^{2}, \tag{62}
\end{equation*}
$$

it is necessary to multiply out the expressions (48) and (49) and to evaluate expectation values of products of four $\rho_{k}$. It happens very fortunately that in this problem the approximation

$$
\begin{align*}
& \left\langle\rho_{k} \rho_{-l} \rho_{m} \rho_{-\bar{\nu}}\right\rangle=4|k m| \delta_{k l} \delta_{m p} \\
& \quad+4|k l| \delta_{k p} \delta_{l m}+4|k p| \delta_{k,-m} \delta_{l,-p} \tag{63}
\end{align*}
$$

can be used, the error being of the relative order ( $1 / n$ ). After some heavy algebra, we find the result

$$
\begin{equation*}
V_{\Delta 3}=\frac{1}{\pi^{4}}\left[\frac{4 \pi^{2}}{45}+\frac{7}{24}\right]=\frac{1.1690}{\pi^{4}}, \tag{64}
\end{equation*}
$$

a pure number independent of $n$ and $D$. According to Eq. (6), the figure of merit of the statistic $\Delta_{3}$ is then

$$
\begin{equation*}
\Phi_{\Delta 3}=1.17(\ln n)^{-2} . \tag{65}
\end{equation*}
$$

The statistical fluctuations of $\Delta_{3}$ are expected to be of the order of $(\ln n)^{-1}\left\langle\Delta_{3}\right\rangle$. This means that $\Delta_{3}$ is a good enough statistic to provide a meaningful test of the theory.

The behavior of $\Delta_{1}$ and $\Delta_{2}$ is rather different. Consider for example the variance of $\Delta_{1}$. Eq. (46) gives for this quantity

$$
\begin{align*}
& V_{\Delta 1}=V_{\Delta 3}+\left(1 / 2 L^{2}\right)\left[\left\langle\Delta_{3} R_{1}^{2}\right\rangle-\left\langle\Delta_{3}\right\rangle\left\langle R_{1}^{2}\right\rangle\right] \\
&+\left(1 / 16 L^{4}\right)\left[\left\langle R_{1}^{4}\right\rangle-\left\langle R_{1}^{2}\right\rangle^{2}\right] . \tag{66}
\end{align*}
$$

Now Eq. (50) shows $R_{1}$ to be a linear combination of the $\rho_{k}$, and Eq. (63) shows that the $\rho_{k}$ behave like independent Gaussian variables so far as their second and fourth moments are concerned. Therefore $R_{1}$ behaves like a Gaussian variable, and

$$
\begin{equation*}
\left\langle R_{1}^{4}\right\rangle=3\left\langle R_{1}^{2}\right\rangle^{2}=\left(48 L^{4} / \pi^{4}\right)(\ln n)^{2} . \tag{67}
\end{equation*}
$$

It can be shown by a detailed examination that the use of Eq. (63) is justified in this context so long as terms of relative order $(\ln n)^{-1}$ are neglected. Thus Eq. (67) holds with an error of order ( $\ln n$ ). Since $V_{\Delta 3}$ is of order unity, the second term in Eq. (66) can be at most of order $(\ln n)$. Therefore Eqs. (66) and (67) give to the leading order in $(\ln n)$,

$$
\begin{equation*}
V_{\Delta 1}=\left(2 / \pi^{4}\right)(\ln n)^{2} \tag{68}
\end{equation*}
$$

and the figure of merit for $\Delta_{1}$ is

$$
\begin{equation*}
\Phi_{\Delta 1}=\frac{1}{2} \tag{69}
\end{equation*}
$$

By exactly the same argument, since $R_{2}$ in Eq. (47) is also a linear combination of the $\rho_{k}$, we find

$$
\begin{align*}
\left\langle R_{2}^{4}\right\rangle & =\left(16 L^{8} / 27 \pi^{4}\right)(\ln n)^{2},  \tag{70}\\
V_{\Delta 2} & =\left(1 / 8 \pi^{4}\right)(\ln n)^{2},  \tag{71}\\
\Phi_{\Delta 2} & =(2 / 25)=0.08, \tag{72}
\end{align*}
$$

again neglecting terms of relative order $(\ln n)^{-1}$. In this case, because the numerical coefficient of Eq. (71) is so small, the neglected terms may be comparable with those retained when $(\ln n)$ is of the order of 4 or 5 . Thus Eqs. (71) and (72) are rather unreliable in contrast to Eqs. (64) and (65) which have errors controlled to order ( $1 / n$ ).

Summarizing the foregoing results, we may say that $\Delta_{1}$ is useless as a practical statistic, since its statistical scatter is of the same order as its mean value. With $\Delta_{z}$ the situation is much improved, since the figure of merit is of the order of 0.1 , and the scatter is only of the order of $\frac{1}{3}$ of the mean value. However, the theoretical calculation of the variance of $\Delta_{2}$ is quite inaccurate. The statistic $\Delta_{3}$ is to be preferred to $\Delta_{1}$ and $\Delta_{2}$ for two reasons: first because it has a somewhat smaller variance than $\Delta_{2}$, and second because the variance of $\Delta_{3}$ is much more accurately known.

The statistical properties of $\Delta_{1}, \Delta_{2}$ and $\Delta_{3}$ may be understood more easily in terms of a simple mathematical model. Let $z_{0}, z_{1}, \cdots, z_{n}$ be ( $n+1$ ) independent Gaussian random variables with mean zero and variance $\left(1 / \pi^{2}\right)$. Then $\Delta_{3}$ has statistical behavior similar to that of the quantity

$$
\begin{equation*}
\Gamma_{3}=\sum_{i=1}^{n} j^{-1} z_{j}^{2} \tag{73}
\end{equation*}
$$

The mean of $\Gamma_{3}$ is

$$
\begin{equation*}
\left(1 / \pi^{2}\right) \sum j^{-1} \sim\left(1 / \pi^{2}\right)(\ln n) \tag{74}
\end{equation*}
$$

while the variance of $\Gamma_{3}$ is

$$
\begin{equation*}
\left(2 / \pi^{4}\right) \sum j^{-2} \sim\left(2 / \pi^{4}\right)\left(\pi^{2} / 6\right) \tag{75}
\end{equation*}
$$

a number independent of $n$. The statistic $\Delta_{3}$ is "good" because it is effectively a sum of a large number of independent contributions ( $j^{-1} z_{i}^{2}$ ). On the other hand, by Eqs. (46) and (47), the quantities $\Delta_{1}$ and $\Delta_{2}$ behave like

$$
\begin{align*}
& \Gamma_{1}=\Gamma_{3}+(\ln n) z_{0}^{2},  \tag{76}\\
& \Gamma_{2}=\Gamma_{3}+\frac{1}{4}(\ln n) z_{0}^{2}, \tag{77}
\end{align*}
$$

respectively. For large $n$, the behavior of $\Gamma_{1}$ and $\Gamma_{2}$
is dominated by the single term in $z_{0}^{2}$, and their large statistical scatter is mainly due to this term.

The foregoing calculations have all referred to a single level series. In the case of a mixed series, with $m$ components having fractional densities $f_{1}, \cdots, f_{m}$, the results are changed as follows. The expressions (45)-(51) for $\Delta_{1}, \Delta_{2}$ and $\Delta_{3}$ are still valid, but $\rho_{k}$ is now a sum of $m$ independent contributions. Eqs. (43) and (44) are replaced by

$$
\begin{gather*}
\left\langle\rho_{k} \rho_{-l}\right\rangle=N \delta_{k i}\left[1-\sum_{\mu} f_{\mu} b\left(k / f_{\mu} N\right)\right],  \tag{78}\\
\left\langle\rho_{k} \rho_{-l}\right\rangle=2|k| m \delta_{k l}, \quad|k| \ll N . \tag{79}
\end{gather*}
$$

The right-hand side of Eq. (63) is multiplied by $m^{2}$. The effect of these changes is that in Eqs. (53)-(55) all the right-hand sides are multiplied by $m$, and at the same time $(\ln n)$ is replaced by

$$
\begin{equation*}
\ln \bar{n}=\ln n+m^{-1} \sum_{\mu}\left(\ln f_{\mu}\right) \tag{80}
\end{equation*}
$$

This $\bar{n}$ is the geometric mean of the numbers of observed levels in each of the $m$ series. In Eqs. (64), (68), and (71), the right-hand sides are multiplied by $m^{2}$, and ( $\ln n$ ) is again replaced by ( $\ln \bar{n}$ ). For these results to hold it is assumed that each of the single series populations $n f_{\mu}$ is large compared with unity.

Consider in particular the statistic $\Delta_{3}$ for a multiple series. Eqs. (58) and (64) now become

$$
\begin{gather*}
\left\langle\Delta_{3}\right\rangle=\left(m / \pi^{2}\right)[\ln \vec{n}-0.0687]  \tag{81}\\
V_{\Delta 3}=1.1690\left(m^{2} / \pi^{4}\right) \tag{82}
\end{gather*}
$$

If $n$ is of the order of 100 , a measurement of $\Delta_{3}$ should be able to distinguish reliably between an unmixed series ( $m=1$ ) and a double series ( $m=2$ ). The difference between the values of $\left\langle\Delta_{3}\right\rangle$ for $m=1$ and $m=2$ is well outside the standard deviation of either. However, a decision between $m=2$ and $m=3$ will not be so unambiguous.

If a series is known to be double ( $m=2$ ), then $\left\langle\Delta_{3}\right\rangle$, according to Eq. (81), depends on the mixing ratio ( $f_{1}: f_{2}$ ). However, the variance of $\Delta_{3}$ is just large enough to make a significant measurement of the mixing ratio by means of $\Delta_{3}$ impossible.

## IV. ENERGY STATISTIC

In Sec. VI of III it was shown that the quantity

$$
\begin{align*}
W=-\sum_{i<i} \ln \mid \exp \left(i \theta_{i}\right)-\exp & \left(i \theta_{i}\right) \mid \\
& +\frac{1}{2} N(\ln N) \tag{83}
\end{align*}
$$

representing the total energy of a Coulomb gas, is at the same time a very sensitive statistic. By means
of $W$ one could test accurately whether a given set of angles $\left[\theta_{1}, \cdots, \theta_{N}\right]$ distributed around the unit circle was or was not in agreement with the theoretical probability distribution (2).

We now wish to construct a statistic $Q$, analogous to $W$, but requiring knowledge of a finite stretch of observed levels $\left[E_{1}, \cdots, E_{n}\right.$ ] only. The simplest statistic of this kind would be

$$
\begin{equation*}
Q_{1}=-\sum_{i<i} f\left(E_{i}, E_{i}\right) \ln \left|2 \pi\left(E_{i}-E_{j}\right)\right| \tag{84}
\end{equation*}
$$

where $f\left(E, E^{\prime}\right)$ is some weight function which vanishes except when both $E$ and $E^{\prime}$ are within the observed energy interval $[-L,+L]$. Without loss of generality we may assume $f(x, y)=f(y, x)$. It turns out that $Q_{1}$ is not a satisfactory statistic, for the following reason. Suppose that one energy level $E_{\text {i }}$ varies slightly while the others are fixed. Then

$$
\begin{gather*}
\left(\partial Q_{1} / \partial E_{i}\right)=-\left(\partial W_{i}\left(E_{i}\right) / \partial E_{i}\right),  \tag{85}\\
W_{i}(E)=\sum_{i \neq i} f\left(E, E_{i}\right) \ln \left|2 \pi\left(E-E_{i}\right)\right| \tag{86}
\end{gather*}
$$

The expectation value $\left\langle W_{i}(E)\right\rangle$ is a strongly varying function of $E$, and so $Q_{1}$ varies strongly when individual levels $E_{i}$ are moved. Consequently the statistical scatter of $Q_{1}$ cannot be expected to be small. A "good" statistic is one with a small statistical scatter. Therefore $Q_{1}$ is not likely to be good, and in looking for a good statistic we should try to construct a quantity which is stationary under variations of the $E_{i}$.

We wish then to add counter terms to $Q_{1}$ in order to cancel the derivative (85). The cancellation cannot be exact, but at least it should be possible to cancel the major part of Eq. (85).

Let $E_{i}$ be held fixed and expectation values taken with respect to the other levels $E_{i}$. Then Eq. (86) with Eq. (III, 9) gives

$$
\begin{align*}
&\left\langle W_{i}(E)\right\rangle=D^{-1}\left[V(E)-G\left(E_{i}, E\right)\right],  \tag{87}\\
& V(E)= \int f\left(E, E^{\prime}\right) \ln \left|2 \pi\left(E-E^{\prime}\right)\right| d E^{\prime}  \tag{88}\\
& G\left(E_{i}, E\right)= \int f\left(E, E^{\prime}\right) \ln \left|2 \pi\left(E-E^{\prime}\right)\right| \\
& \quad \times Y_{2}\left[\left(E_{i}-E^{\prime}\right) / D\right] d E^{\prime} . \tag{89}
\end{align*}
$$

In Eq. (89) we are interested only in values of $E$ and $E^{\prime}$ which are in the neighborhood of $E_{i}$. We assume for the purposes of the present heuristic argument that $f\left(E, E^{\prime}\right)$ is a smoothly varying function. Thus for $E$ and $E^{\prime}$ in the neighborhood of $E_{i}$, we may write

$$
\begin{align*}
f\left(E, E^{\prime}\right) & =F\left(E_{i}\right) \\
& +\frac{1}{2} F^{\prime}\left(E_{i}\right)\left[\left(E-E_{i}\right)+\left(E^{\prime}-E_{i}\right)\right], \tag{90}
\end{align*}
$$

with

$$
\begin{equation*}
F(E)=f(E, E) \tag{91}
\end{equation*}
$$

Therefore, to the first order in $\left(E-E_{4}\right)$,

$$
\begin{align*}
& D^{-1} G\left(E_{i}, E\right)=F\left(E_{i}\right)(\ln D+2 U) \\
& \quad+\frac{1}{2} F^{\prime}\left(E_{i}\right)\left(E-E_{i}\right)(\ln D+2 U-1) \tag{92}
\end{align*}
$$

where, by Eq. (III, 89),

$$
\begin{align*}
& U=\frac{1}{2} \int \ln |2 \pi x| Y_{2}(x) d x \\
&=1-\frac{1}{2}(\gamma+\ln 2)=0.365 \tag{93}
\end{align*}
$$

Substituting from Eq. (92) into (84) and (85), we find

$$
\begin{align*}
\left\langle Q_{1}\right\rangle=-\frac{1}{2} D^{-2} & \int V(E) d E \\
& +\left(U+\frac{1}{2} \ln D\right) D^{-1} \int F(E) d E  \tag{94}\\
\left\langle\partial Q_{1} / \partial E_{i}\right\rangle= & -D^{-1} V^{\prime}\left(E_{i}\right) \\
& \quad+F^{\prime}\left(E_{i}\right)\left(U+\frac{1}{2} \ln D-\frac{1}{2}\right) . \tag{95}
\end{align*}
$$

In order to cancel the first term on the right-hand side of Eq. (95), we add to $Q_{1}$ the expressions

$$
\begin{gather*}
Q_{2}=P \sum V\left(E_{i}\right),  \tag{96}\\
Q_{3}=-\frac{1}{2} P^{2} \int V(E) d E \tag{97}
\end{gather*}
$$

with

$$
\begin{equation*}
P=\left[\sum F\left(E_{j}\right)\right] /\left[\int F(E) d E\right] \tag{98}
\end{equation*}
$$

This quantity $P$ must be used instead of its expectation value $D^{-1}$ in Eq. (96), (97), since the statistic $Q$ must not contain explicitly the theoretical parameter $D$. Eq. (96), (97) then give

$$
\begin{gather*}
\left\langle Q_{2}\right\rangle=-2\left\langle Q_{3}\right\rangle=D^{-2} \int V(E) d E,  \tag{99}\\
\left\langle\partial Q_{2} / \partial E_{i}\right\rangle=D^{-1} V^{\prime}\left(E_{i}\right) \\
+\left[\int V d E / \int F d E\right] D^{-1} F^{\prime}\left(E_{i}\right),  \tag{100}\\
\left\langle\partial Q_{3} / \partial E_{i}\right\rangle \\
=-\left[\int V d E / \int F d E\right] D^{-1} F^{\prime}\left(E_{i}\right), \tag{101}
\end{gather*}
$$

Therefore $\left(Q_{2}+Q_{3}\right)$ precisely cancels the first
terms on the right of both Eqs. (94) and (95). We are still left with the undesirable terms in (ln $D$ ). To cancel these we add a fourth term,

$$
\begin{equation*}
Q_{4}=\frac{1}{2}(\ln P) \sum F\left(E_{i}\right), \tag{102}
\end{equation*}
$$

which gives

$$
\begin{array}{r}
\left\langle Q_{4}\right\rangle=-\frac{1}{2} D^{-1}(\ln D) \int F(E) d E, \\
\left\langle\partial Q_{4} / \partial E_{j}\right\rangle=-\frac{1}{2}(\ln D) F^{\prime}\left(E_{j}\right)+\frac{1}{2} F^{\prime}\left(E_{i}\right) . \tag{104}
\end{array}
$$

So we write

$$
\begin{equation*}
Q_{T}=Q_{1}+Q_{2}+Q_{3}+Q_{4} \tag{105}
\end{equation*}
$$

and then

$$
\begin{gather*}
\left\langle Q_{T}\right\rangle=U D^{-1} \int F(E) d E,  \tag{106}\\
\left\langle\partial Q_{T} / \partial E_{i}\right\rangle=U F^{\prime}\left(E_{i}\right) \tag{107}
\end{gather*}
$$

Equations (106) and (107) show that $Q_{T}$ is stationary under all variations of the $E_{i}$ for which [ $\left.\sum F\left(E_{j}\right)\right]$ is constant.

The expression $Q_{T}$ still has one undesirable feature. The logarithms in Eqs. (84) and (88) depend on the scale or unit in terms of which the energies $E_{i}$ are expressed. According to Eq. (106), the scale dependence cancels out from the expectation value $\left\langle Q_{T}\right\rangle$. However, $Q_{T}$ itself is not scalefree. To remove the ambiguity we introduce a quantity $R$ with the dimensions of energy. The magnitude of $R$ will be chosen later; typically it will be of the order of a few times the mean-levelspacing $D$. For the present we assume only the inequalities

$$
\begin{equation*}
D<R<L \tag{108}
\end{equation*}
$$

The scale-free statistic $Q$ is obtained from $Q_{T}$ by changing $E_{i}$ into ( $E_{i} / 2 \pi R$ ) in all the logarithms. We have then explicitly

$$
\begin{align*}
Q & =-\sum_{i<i} f\left(E_{i}, E_{i}\right) \ln \left|\left(E_{i}-E_{i}\right) / R\right| \\
& +\sum_{i i} \sum_{i} F\left(E_{i}\right) U\left(E_{i}\right)-\frac{1}{2} U_{0} \sum_{i i} \sum F\left(E_{i}\right) F\left(E_{i}\right) \\
& +\frac{1}{2}\left[\sum_{i} F\left(E_{i}\right)\right] \ln \left(2 \pi R \sum_{i} F\left(E_{i}\right) / \int F(E) d E\right), \tag{109}
\end{align*}
$$

where

$$
\begin{align*}
& U(E)=\left(\int f\left(E, E^{\prime}\right)\right. \\
& \left.\times \ln \left|\left(E-E^{\prime}\right) / R\right| d E^{\prime}\right) /\left(\int F\left(E^{\prime}\right) d E^{\prime}\right) \tag{110}
\end{align*}
$$

$$
\begin{align*}
& U_{0}=\left(\iint f\left(E, E^{\prime}\right)\right. \\
&\left.\times \ln \left|\left(E-E^{\prime}\right) / R\right| d E d E^{\prime}\right) /\left(\int F\left(E^{\prime}\right) d E^{\prime}\right)^{2} \tag{111}
\end{align*}
$$

Although we have been led to the statistic $Q$ by valid heuristic arguments, the main justification for the use of $Q$ is the fact that its variance is small and calculable. The computation of the variance of $Q$ requires that we multiply out the square of Eq. (109) and then make extensive use of the identities (III, 12). After tremendous cancellations of terms (which of course are not accidental but arise from the stationary character of $Q$ ) the variance of $Q$ reduces to the expression

$$
\begin{align*}
V_{Q}=-\frac{1}{4} & \iiint \int Y_{4}(x, y, z, w) \\
& \times L(x, y) L(z, w) d x d y d z d w \\
& +\iiint Y_{3}(x, y, z) \\
& \times L(x, y) L(x, z) d x d y d z \\
& -\frac{1}{2} \iint Y_{2}(x, y)[L(x, y)]^{2} d x d y \\
& +\frac{1}{2} \iiint \int\left[\delta(x-z)-Y_{2}(x, z)\right] \\
& \times\left[\delta(y-w)-Y_{2}(y, w)\right] \\
& \times L(x, y) L(z, w) d x d y d z d w \tag{112}
\end{align*}
$$

where

$$
\begin{equation*}
L(x, y)=f(x D, y D) \ln |(x-y) D / R| . \tag{113}
\end{equation*}
$$

Each term in Eq. (112) corresponds precisely to a term in Eq. (III, 91). A similar expression for the expectation value of $Q$ is easily obtained, namely

$$
\begin{align*}
\langle Q\rangle=\frac{1}{2} \iint & Y_{2}(x, y) L(x, y) d x d y \\
& +\frac{1}{2} \ln (2 \pi R / D) \int F(x D) d x \tag{114}
\end{align*}
$$

The previous expression for $\langle Q\rangle$ given by Eq. (106) was obtained from the approximation (90), which is only valid when $f\left(E, E^{\prime}\right)$ is everywhere smooth. Eq. (114) is a more accurate expression which can be used with any choice of $f\left(E, E^{\prime}\right)$.

We now finally specify the statistic $Q$ to be used for the analysis of data, by making the choice
$f(x, y)=1 \quad$ for $\quad|x-y|<R, \quad|x|<L, \quad|y|<L$,

$$
f(x, y)=0 \quad \text { otherwise }
$$

for the weight function. This choice is guided by two considerations. (1) It will be seen later that the variance $V_{0}$ is increased by any discontinuities in $L(x, y)$. It is therefore advantageous to place discontinuities of $f(x D, y D)$ along the lines $|x-y| D=R$ where the logarithmic factor in Eq. (113) vanishes. (2) The labor of computing $Q$ would become prohibitive if any but the simplest possible $f(x, y)$ were chosen.

This choice of $f(x, y)$ implies

$$
\begin{gather*}
F(x)=1, \quad|x|<L,  \tag{116}\\
U(x)=-(R / L), \quad|x|<L-R,  \tag{117}\\
U(x)=-(2 L)^{-1}\{R+(L-|x|) \\
\times(1-\ln [(L-|x|) / R])\}, \\
L-R<|x|<L,  \tag{118}\\
U_{0}=-(R / L)+\frac{1}{8}(R / L)^{2} . \tag{119}
\end{gather*}
$$

The number of terms which have to be computed in obtaining $Q$ is approximately $M n$, where

$$
\begin{equation*}
n=2 L / D \tag{120}
\end{equation*}
$$

is roughly the number of observed levels, while

$$
\begin{equation*}
M=R / D \tag{121}
\end{equation*}
$$

is a parameter still at our disposal.
In calculating $\langle Q\rangle$ and $V_{Q}$ we shall neglect terms of order unity compared with the leading terms which are of order $n$. Then Eq. (114) gives, by virtue of Eqs. (III, 12) and (93),

$$
\begin{equation*}
\langle Q\rangle=n U-n M \int_{1}^{\infty} Y_{2}(M u)(\ln u) d u . \tag{122}
\end{equation*}
$$

For $M \geq 1$, the asymptotic expansion Eq. (III, 55) of $Y_{2}(M u)$ is very accurate. Taking only the first term of the expansion, we find

$$
\begin{equation*}
\langle Q\rangle=n\left[U-\left(\pi^{2} M\right)^{-1}\right] \tag{123}
\end{equation*}
$$

This shows that the effect on $\langle Q\rangle$ of taking $M$ even as small as 1 or 2 is quite unimportant and is easily calculable.
We come next to the evaluation of $V_{Q}$. If we neglect end effects of relative order $n^{-1}$, we may simplify Eq. (112) in the following ways: (1) Replace $L(x, y)$ by $K((x-y) / M)$, where

$$
\begin{equation*}
K(u)=\operatorname{Min}(0, \ln |u|) \tag{124}
\end{equation*}
$$

(2) Suppress in each term the integration over $x$, replacing it by a factor $(2 L / D)=n$. After these changes, the integrands in $V_{Q}$ are functions only of
the coordinate differences $(x-y)$, etc., and the integrands vanish only when one of these differences exceeds $M$. Let now $V_{o}^{0}$ be the value of $V_{Q}$ when $M=\infty$. We obtain $V_{Q}^{0}$ from $V_{Q}$ if we replace $K(u)$ by

$$
\begin{equation*}
K^{0}(u)=\ln |u| \tag{125}
\end{equation*}
$$

The four integrals constituting $V_{Q}^{0}$ are identical with the terms of Eq. (III, 91), except that the factor $N$ multiplying each term is replaced by $n$. But the value of Eq. (III, 91) is known and is given by Eq. (III, 88). Therefore,

$$
\begin{equation*}
V_{0}^{0}=n C, \quad C=\frac{3}{2}-\frac{1}{8} \pi^{2}=0.2663 . \tag{126}
\end{equation*}
$$

It remains to estimate the difference between $V_{0}$ and $V_{Q}^{0}$. The first three terms of $\left(V_{0}-V_{q}^{0}\right)$ are integrals including factors such as

$$
\begin{align*}
& {\left[\int_{x+M}^{\infty}+\int_{-\infty}^{x-M}\right]} \\
& \quad \times Y_{\&}(x, y, z, w) \ln |(x-y) / M| d y \tag{127}
\end{align*}
$$

which are of order $\left(\pi^{2} M\right)^{-1}$ like the second term of Eq. (122). We shall not calculate these terms, which are all of the form $n\left(\pi^{2} M\right)^{-1}$ multiplied by factors of the order of unity. The fourth term of $\left(V_{o}-V_{o}^{0}\right)$ is of a different kind. It may be written

$$
\begin{align*}
& T_{4}=\frac{1}{2} n \iiint[
\end{aligned} \quad\left[\delta(x-z)-Y_{2}(x-z)\right] \quad \begin{aligned}
& \quad \times\left[\delta(y-w)-Y_{2}(y-w)\right] \\
& \{K[(x-y) / M] K[(z-w) / M]  \tag{128}\\
& \left.\quad-K_{0}[(x-y) / M] K_{0}[(z-w) / M]\right\} d y d z d w .
\end{align*}
$$

In this term there is no $Y$ function which decreases as the separations $(x-y)$ and $(z-w)$ become large. But it is easy to evaluate Eq. (128) explicitly. We write

$$
\begin{align*}
& \tilde{K}(p)=\int_{-\infty}^{\infty} e^{2 \pi i p u} K(u) d u  \tag{129}\\
& \mathcal{K}_{0}(p)=\int_{-\infty}^{\infty} e^{2 \pi i p w} K_{0}(u) d u \tag{130}
\end{align*}
$$

for the Fourier transforms of $K(u)$ and $K_{0}(u)$. Then

$$
\begin{align*}
T_{4}=\frac{1}{2} n M^{2} & \int_{-\infty}^{\infty}[1-b(p)]^{2} \\
& \times\left[(\tilde{K}(M p))^{2}-\left(\widetilde{K}_{0}(M p)\right)^{2}\right] d p, \tag{131}
\end{align*}
$$

by virtue of Eq. (III, 14). Now we have, for large values of $q$,
$\widetilde{K}(q)=-[2|q|]^{-1}+\left[2 \pi^{2} q^{2}\right]^{-1} \cos (2 \pi q)+\cdots$,
while

$$
\begin{equation*}
\widetilde{K}_{0}(q)=-[2|q|]^{-1} \tag{133}
\end{equation*}
$$

precisely. Thus the difference $\left[(\tilde{K})^{2}-\left(\tilde{K}_{0}\right)^{2}\right]$ in Eq. (131) is of order ( $M p)^{-3}$ for large values of $M p$. Hence the important part of the integral comes from small $p$, for which we may use the approximation

$$
\begin{equation*}
1-b(p)=2|p| \tag{134}
\end{equation*}
$$

An elementary calculation then gives the result

$$
\begin{equation*}
T_{4}=n\left(\pi^{2} M\right)^{-1} \tag{135}
\end{equation*}
$$

So this term is of the same order as the other three contributions to ( $V_{Q}-V_{Q}^{0}$ ). Note that if we had chosen $f(x, y)$ in such a way that the product $L(x, y)$ had discontinuities, the term $T_{4}$ would have been proportional to

$$
\begin{equation*}
n \int[1-b(p)]^{2} p^{-2} d p \tag{136}
\end{equation*}
$$

with no factor $\left(\pi^{2} M\right)^{-1}$. Just by making $L(x, y)$ continuous at $|x-y|=M$, we have avoided the serious additional statistical scatter in $Q$ which would arise from "edge effects" if the discontinuities in $f(x, y)$ had not been cancelled by the vanishing of the logarithmic factor.

To summarize the results so far, the statistic $Q$ defined by Eqs. (109) and (115)-(119) has the expectation value (123) and the variance

$$
\begin{equation*}
V_{0}=n\left[C+\theta\left(\pi^{2} M\right)^{-1}\right] \tag{137}
\end{equation*}
$$

where $\theta$ is a coefficient of the order of unity.
The choice of the parameter $M$ must be a compromise between convenience and accuracy. Since the labor of computing $Q$ is proportional to $M$, it is clearly desirable to keep $M$ as small as possible. Eq. (137) indicates the price that must be paid in additional statistical scatter if $M$ is made too small. In most practical circumstances it would seem that $M=2$ would be a reasonable choice.

We discuss lastly the effects of applying the statistic $Q$ to a multiple level series. The effects are exactly the same as those which were seen for the statistic $W$ in Sec. VI of III. Equations (123) and (137) become, for a multiple series,

$$
\begin{align*}
\langle Q\rangle & =n\left[U-\left(\pi^{2} M\right)^{-1}-\frac{1}{2} \sum_{\mu} f_{\mu}\left(\ln f_{\mu}\right)\right]  \tag{138}\\
V_{Q} & =n\left[C+\theta\left(\pi^{2} M\right)^{-1}-\sum_{\mu} f_{\mu}\left(\ln f_{\mu}\right)\right] . \tag{139}
\end{align*}
$$

Again Eq. (138) is exact, whereas the correction term in Eq. (139) is an approximation similar to Eq. (III, 96). If $Q$ is computed for a given level series and the result compared with Eq. (138), we
obtain a measurement of the quantity $\left[\sum_{\mu} f_{\mu} \ln f_{\mu}\right]$ with an error of the order of $n^{-\frac{1}{2}}$. This information concerning the mixing ratios in the series is much more precise than that provided by the statistic $\Delta_{3}$ in Sec. III. The statistic $Q$ gives also a much more sensitive test to decide whether our basic theoretical hypothesis has any relevance to real nuclei.

## v. COMPARISON WITH OBSERVED SERIES OF NEUTRON-CAPTURE LEVELS

We have discussed three types of statistic which might be useful in the analysis of observational data. They were denoted by $W, \Delta$, and $Q$, and their theoretical properties were described in Secs. II, III, and IV, respectively. The statistic $W$ plays a minor role, since its function is only to give an accurate estimate of the mean level density. The other two statistics, $\Delta$ and $Q$, are designed to test the validity of our theoretical model. In particular, $\Delta$ (in any of its three variant forms $\Delta_{1}, \Delta_{2}$, or $\Delta_{3}$ ) measures the extent to which the large-scale regularity or long-range order of the level series agrees with the predictions of the model, while $Q$ measures the extent to which the local fluctuation or shortrange disorder agrees with the theory. The fact that $\Delta$ emphasizes the long-range order is obvious from its definition. The fact that $Q$ emphasizes the shortrange disorder can be understood by examining Eqs. (109) and (115); the important contributions to $Q$ come from the first term on the right-hand side of Eq. (109), and this term is precisely a sum over pairs of neighboring or nearly neighboring levels.

In the present section we make a very preliminary analysis ${ }^{3}$ of a small fraction of the available data on neutron-capture levels, using the statistics $\Delta$ and $Q$. The analysis is insufficient, both in quantity and in depth, for us to reach any reliable conclusions about the validity of our theory. Superficially, the observed values of $\Delta$ and $Q$ disagree badly with the calculated values. However, the disagreements are of a kind that could reasonably be explained as effects of imperfections in the data combined with normal statistical fluctuations. We do not feel our-

[^87]selves competent to pass judgment on the quality of the experimental data. We therefore present the results of this preliminary and inconclusive analysis, just as an example of what can be done. We hope that others who are more familiar with the practical details of the experiments will carry the analysis further. If all the existing data were to be analyzed, it would be a simple matter to mechanize the process and carry out the computations electronically. Our calculations were all done by hand, and we can therefore give no guarantee that the results are free from computational error.

The level series which we have analyzed are those produced by neutron capture in $\mathrm{U}^{238}, \mathrm{Th}^{232}$, and $\mathrm{Ta}^{181}$. These are cases in which accurate and recent data exists, and in which the capturing element is effectively monoisotopic. The capture levels in $\mathrm{U}^{238}$ and $\mathrm{Th}^{232}$ should form a single series, while those in $\mathrm{Ta}^{181}$ should form a double series with the spinvalues 3 and 4 .
In general the quality and completeness of the data will be highest when the kinetic energy of the captured neutron is lowest. Above a certain neutron energy, the resolution of the time-of-flight spectrometer becomes so poor that the weaker levels will not be recorded. We therefore analyze the data only over a restricted range of energy within which there seems to be a good chance of detecting all the existing levels. In practice the upper limit of the "good" energy range is chosen to be that point at which the staircase graph of $N(E)$ against $E$, as described in Sec. III, stops being approximately linear and begins to curve systematically downward. Of course this choice of the upper limit in no way guarantees that some levels are not being missed within the analyzed range.
For $\mathrm{U}^{238}$, we analyzed 55 levels observed by the Columbia group ${ }^{4}$ between 0 and 1 keV , supplemented with two additional levels reported at Harwell ${ }^{5}$ to exist with energies of 755 and 809 eV . This series represents some of the cleanest and most accurate of all existing data. The fact that even here the existence of two levels is doubtful indicates how cautious one must be in assuming any observed level series to be complete.

For $\mathrm{Ta}^{181}$, we analyzed 68 levels observed ${ }^{6}$ between 0 and 334 eV . The small mean level spacing gives a good opportunity for analyzing a large

[^88]Table I. Summary of results of the analysis of observed level series.

| Nucleus <br> Number of levels <br> Energy range | U 238 <br> 57 <br> $0-1 ~ \mathrm{keV}$ | Ta 181 <br> 68 <br> $0-334 \mathrm{eV}$ | Th 232 <br> 154 <br> $1-4 \mathrm{keV}$ |
| :--- | :---: | :---: | :---: |
| $\Delta_{1}$ Observed 1.778 3.411 3.265 <br> $\Delta_{1}$ Theory $0.84 \pm 0.58$ $1.53 \pm 1.24$ $1.04 \pm 0.72$ <br> $\Delta_{2}$ Observed 1.299 1.443 8.717 <br> $\Delta_{2}$ Theory $0.53 \pm 0.15$ $0.93 \pm 0.31$ $0.66 \pm 0.18$ <br> $\Delta_{3}$ Observed 1.278 1.437 3.123 <br> $\Delta_{3}$ Theory $0.40 \pm 0.11$ $0.87 \pm 0.22$ $0.50 \pm 0.11$ <br> $Q$ Observed 14.62 74.1 61.17 <br> $Q$ Theory $18.2 \pm 3.9$ $51.4 \pm 8.6$ $52.4 \pm 6.4$ |  |  |  |

number of levels in a range of energies where the instrumental resolution is high. The comparison between $\mathrm{U}^{238}$ and $\mathrm{Ta}^{181}$ also enables us to check the predictions of the theory concerning the difference in statistical behavior between single and double series.

For $\mathrm{Th}^{232}$, we analyzed 154 levels observed ${ }^{7}$ between 1 and 4 keV . The data in this energy range is inevitably of poorer quality than the $\mathrm{U}^{238}$ data which we have analyzed. For example, there are 80 observed levels between 1 and 2.5 keV , and 74 between 2.5 and 4 keV ; according to the theory of Sec. II, Eq. (21), these two numbers should differ by 1 or 2 units at most if all existing levels were observed. The analysis of the $\mathrm{Th}^{232}$ data thus provides an experimental check on the sensitivity of the statistics $\Delta$ and $Q$ to imperfections in the data. Presumably the underlying theory would be equally applicable to $\mathrm{U}^{238}$ and to $\mathrm{Th}^{232}$ if the data were perfect.

The results of the analysis of the three series are summarized in Table I. The limits of error quoted for the theoretical numbers are root-mean-square deviations. The theoretical numbers for $\mathrm{Ta}^{181}$ are for a double series with mixing ratio $f=\frac{1}{2}$; the numbers would change very little for any value of $f$ between $\frac{1}{4}$ and $\frac{3}{4}$. The values of $Q$ are computed with the parameter $R$ chosen to be $40 \mathrm{eV}, 10 \mathrm{eV}$, and 80 eV , for $\mathrm{U}^{238}, \mathrm{Ta}^{181}$, and $\mathrm{Th}^{232}$, respectively. The theoretical value of $Q$ for $\mathrm{Ta}^{181}$ considered as a single series would have been $24.7 \pm 4.5$.

The reader is free to draw whatever conclusions he pleases from these numbers. We make only the following explanatory remarks:
(a) Even in "good" data such as the $\mathrm{U}^{238}$ series, there remain two important possible sources of experimental error. First, some of the weakest ob-

[^89]served levels may be formed by capture of $p$-wave neutrons; these levels belong to separate series uncorrelated with the main $s$-wave series. Second, some of the real $s$-wave levels may be unobserved because they happen to have exceptionally small widths. ${ }^{8}$
(b) Both the kinds of errors described in (a) will have a drastic effect in increasing the values of $\Delta$, but will have a much smaller effect in increasing $Q$. The point here is that a single missing level or a single spurious level can double $\Delta$ by throwing the long-range order of the series into disarray. On the other hand, $Q$ is a measure of local or short-range disorder, and a fraction $x$ of false data will increase $Q$ only by a fraction roughly equal to $x$.
(c) The discrepancies between observed and calculated values are very large for $\Delta$, but moderately small for $Q$. Further, the discrepancies in $\Delta$ are much the worst in the case of $\mathrm{Th}^{232}$ where the quality of the data is poorest.
(d) As a result of remarks (a), (b), and (c), we can say that the discrepancies which have been found are qualitatively consistent with what one would expect to arise from imperfections in the data, if the underlying theoretical model were correct. On the other hand, the discrepancies are certainly consistent with the theoretical model being incorrect.

[^90]
## VI. CONCLUSION

We would be very happy if we could report that our theoretical model had been strikingly confirmed by the statistical analysis of neutron-capture levels. We would be even happier if we could report that our theoretical model had been decisively contradicted. In the second case, the observations would have demonstrated that a purely statistical description is inadequate for these highly excited nuclear states; we should then be faced with the pleasant task of discovering the unknown symmetries or quantum numbers in terms of which a nonstatistical description should be defined.

Unfortunately, our model is as yet neither proved nor disproved. We can only end by appealing to the experimenters to persevere and improve the already excellent quality of their data. Until we have some level series which one can, with confidence, say are free from a single missing or spurious level, a decisive test of the statistical model will hardly be possible.
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#### Abstract

This paper is divided into three disconnected parts. (i) An identity is proved which establishes an intimate connection between the statistical behavior of eigenvalues of random unitary matrices over the real field and over the quaternion field. It is proved that the joint distribution function of all the eigenvalues of a random unitary self-dual quaternion matrix of order $N$ is identical with the joint distribution function of a set of $N$ alternate eigenvalues of a random unitary symmetric matrix of order $2 N$. A corollary of this result is the following: the distribution of spacings between next-nearest-neighbor eigenvalues in a real symmetric matrix of large order is identical with the distribution of nearest-neighbor spacings in a self-dual Hermitian quaternion matrix of large order. (ii) A conjecture is made which gives an exact analytic formula for the partition function of a finite gas of $N$ point charges free to move on an infinite straight line under the influence of an external harmonic potential. This conjecture is at the same time a statement about the statistical properties of the eigenvalues of Hermitian matrices whose elements are Gaussian random variables. (iii) A list is made of several other problems which remain unsolved in the statistical theory of eigenvalues of random matrices.


## I. INTRODUCTION

THIS is the last in a series of papers ${ }^{1}$ concerned with the statistical behavior of the energy levels of complex systems. Our desire to tidy up and finish our work has resulted in a paper whose contents are rather miscellaneous. We have to report one definitive theorem (Sec. II), one conjecture which we are unable to prove (Sec. III), and finally a list of unsolved problems (Sec. V) on which we have worked long enough to ascertain that they are interesting and nontrivial. Since we decided to leave this field, we considered it important not to give the false impression that we have answered all the outstanding questions. It is our hope that the list of unsolved problems will stimulate others to begin where we have left off, so that the study of this singularly beautiful branch of mathematical physics may continue without interruption.

In paper I, three types of ensembles of random unitary matrices were defined. These were named orthogonal, unitary, and symplectic, because of their relation to the corresponding classical groups; they are characterized by the three values 1,2 , and 4 of a parameter $\beta$. In paper TW, it was shown how each of these three ensembles may be relevant to the description of a complex system, depending on the symmetry group of the system and on its behavior under the operation of time reversal. The orthogonal

[^91]ensemble ( $\beta=1$ ) is most frequently relevant in practice and was discussed in detail in papers II, III, and IV. The unitary ensemble $(\beta=2)$ is almost trivial from a mathematical point of view and is perhaps never relevant in practice. Section II of this paper is devoted to a brief study of properties of the symplectic ensemble ( $\beta=4$ ). Our main theorem states that the series of all eigenvalues of a matrix in the symplectic ensemble of order $N$ is statistically equivalent to the series of alternate eigenvalues of a matrix in the orthogonal ensemble of order $2 N$. Thus many statistical properties of the symplectic ensemble are easily reducible to properties of the orthogonal ensemble which were computed in paper III.

Sections III-IV of this paper are concerned with the eigenvalues of Gaussian random matrices and with the corresponding Coulomb gas analogs. A number of properties of the Gaussian matrix ensembles are proved rigorously, and others are conjectured. The main conjecture is a formula for the partition function of a finite Coulomb gas on a straight conducting wire with a harmonic potential. A similar conjecture was previously made for the finite Coulomb gas on a circle with zero potential (conjecture $A$ of paper I); in that case the conjecture was proved by Wilson ${ }^{2}$ and by J. Gunson (unpublished). We hope that the new conjecture will yield equally fast to our colleagues' mathematical skill.
The final Sec. V of this paper is self-explanatory, consisting of a list of topics and questions which we

[^92]did not succeed in elucidating and which we think will repay further development.

## II. THE SYMPLECTIC ENSEMBLE

Let the eigenvalues of a random unitary matrix of rank $N$ be given by $\exp \left[i \theta_{j}\right], j=1, \cdots, N$. The joint probability distribution of the angles $\theta_{i}$ was calculated in Sec. V of I, and is

$$
\begin{align*}
Q_{N \beta}\left(\theta_{1}, \cdots,\right. & \left.\theta_{N}\right) \\
& =C_{N \beta} \prod_{i<k}\left|\exp \left(i \theta_{j}\right)-\exp \left(i \theta_{k}\right)\right|^{\beta}, \tag{1}
\end{align*}
$$

with
$C_{N \beta}=(2 \pi)^{-N}\left\{\Gamma\left(1+\frac{1}{2} \beta\right)\right\}^{N}\left\{\Gamma\left(1+\frac{1}{2} N \beta\right)\right\}^{-1}$.
Here $\beta$ is the parameter which takes the values 1 , 2 , or 4 , according as the random unitary matrix is chosen from the orthogonal, the unitary, or the symplectic ensemble.

When $\beta=4$, the product on the right of Eq. (1) can be expressed as a determinant, ${ }^{3}$

$$
\begin{equation*}
Q_{N 4}=C_{N 4} \operatorname{det}\left[\exp \left(i p \theta_{i}\right), p \exp \left(i p \theta_{i}\right)\right], \tag{3}
\end{equation*}
$$

with $2 N$ rows and columns. The index $j$ labels a pair of columns and takes values from 1 to N , while the row index $p$ takes the $2 N$ half-integer values
$p=-N+\frac{1}{2}, \quad-N+\frac{3}{2}, \cdots, N-\frac{3}{2}, \quad N-\frac{1}{2}$.
The expression (3) is symmetric in the angles $\theta_{i}$. There is no loss of generality in supposing the $\theta_{i}$ to be labeled in ascending order, so that

$$
\begin{equation*}
0<\theta_{1}<\theta_{2}<\cdots<\theta_{N}<2 \pi \tag{5}
\end{equation*}
$$

Let $R_{N_{1}}\left(\theta_{1}, \cdots, \theta_{N}\right)$ be the probability density for the $\left[\exp \left(i \theta_{i}\right)\right]$ to appear as a set of alternate eigenvalues of a random unitary matrix of rank $2 N$ chosen from the orthogonal ensemble. Then

$$
\begin{align*}
& R_{N 1}\left(\theta_{1}, \cdots, \theta_{N}\right)=[(2 N)!/ 2 \cdot N!] \\
& \\
& \quad \times \int_{\theta_{1}}^{\theta_{2}} d \phi_{1} \int_{\theta_{2}}^{\theta_{2}} d \phi_{2} \cdots \int_{\theta_{N}}^{\theta_{1}+2 \pi} d \phi_{N}  \tag{6}\\
&
\end{align*} \quad \times Q_{2 N, 1}\left(\theta_{1}, \phi_{1}, \theta_{2}, \phi_{2}, \cdots, \theta_{N}, \phi_{N}\right) . ~ \$
$$

The angles appear in Eq. (6) in increasing order, and therefore the value of $Q_{2 N, 1}$ obtained from Eq. (1) is a simple alternant determinant. Thus Eq. (6) becomes

[^93]\[

$$
\begin{align*}
R_{N 1} & =[(2 N)!/ 2 \cdot N!] \int \cdots \int d \phi_{1} \cdots d \phi_{N} \\
& \times C_{2 N, 1}(-i)^{N} \operatorname{det}\left[\exp \left(i p \theta_{i}\right), \exp \left(i p \phi_{i}\right)\right] . \tag{7}
\end{align*}
$$
\]

The integration over the $\phi_{i}$ can be explicitly performed, and gives the result

$$
\begin{align*}
R_{N 1}= & {[(2 N)!/ 2 \cdot N!] C_{2 N, 1}(-i)^{N} \operatorname{det}\left[\exp \left(i p \theta_{i}\right),\right.} \\
& \left.\left(-i p^{-1}\right)\left\{\exp \left(i p \theta_{i+1}\right)-\exp \left(i p \theta_{i}\right)\right\}\right], \tag{8}
\end{align*}
$$

with the convention

$$
\begin{equation*}
\theta_{N+1}=\theta_{1}+2 \pi . \tag{9}
\end{equation*}
$$

With the help of a little algebra, Eq. (8) is easily reduced to identity with Eq. (3). The following result has then been proved.

Theorem:

$$
\begin{equation*}
Q_{N 4}\left(\theta_{1}, \cdots, \theta_{N}\right) \equiv R_{N 1}\left(\theta_{1}, \cdots, \theta_{N}\right) \tag{10}
\end{equation*}
$$

Or in words, the probability distribution of a set of $N$ alternate eigenvalues of a matrix in the orthogonal ensemble of order $2 N$ is identical with the probability distribution of the set of all eigenvalues of a matrix in the symplectic ensemble of order $N$.

This theorem has the consequence that all statistical properties of eigenvalues in the symplectic ensemble are deducible from properties of eigenvalues in the orthogonal ensemble. A similar theorem, relating the properties of the unitary and orthogonal ensembles, has been conjectured in Sec. VII of III and subsequently proved by Gunson. ${ }^{4}$ The two theorems together imply that statistical properties of all three types of ensemble are reducible to properties of the orthogonal ensemble alone. It is curious that two such similar theorems should exist, without any obvious or logical connection between them. The proofs of both are mere verifications, giving no hint of deeper causes or physical principles which might underlie them.

We next summarize the facts concerning levelspacing distributions in the three types of ensemble. For simplicity, consider an infinitely long level series with mean spacing $D=1$. The probability distribution for a spacing $x$ between nearest-neighbor levels is given by

$$
\begin{equation*}
S_{\beta}(x)=\left[d^{2} / d x^{2}\right] E_{\beta}(x), \tag{11}
\end{equation*}
$$

where $E_{\beta}(x)$ is the probability that a randomly chosen interval of length $x$ is empty of levels. As usual, $\beta=1,2$, or 4 for the three types of matrix ensemble. The functions $E_{\beta}(x)$ are calculable in terms of the two quantities

[^94]\[

$$
\begin{align*}
E(x) & =\prod_{i}\left(1-x \lambda_{i}^{2}\right)  \tag{12}\\
E^{\prime}(x) & =\prod_{i}\left(1-x \mu_{i}^{2}\right) \tag{13}
\end{align*}
$$
\]

where the $\lambda_{i}$ and $\mu_{i}$ are, respectively, the eigenvalues of the integral equations

$$
\begin{align*}
& \lambda F(y)=\int_{0}^{1} \cos \left(\frac{1}{2} \pi x y z\right) F(z) d z  \tag{14}\\
& \mu F(y)=\int_{0}^{1} \sin \left(\frac{1}{2} \pi x y z\right) F(z) d z . \tag{15}
\end{align*}
$$

Namely, we have

$$
\begin{gather*}
E_{1}(x)=E(x),  \tag{16}\\
E_{2}(x)=E(x) E^{\prime}(x),  \tag{17}\\
E_{4}(x)=\frac{1}{2}\left[E(2 x)+E^{\prime}(2 x)\right] . \tag{18}
\end{gather*}
$$

Equation (16) was discovered by Gaudin. ${ }^{5}$ Equation (17) is a consequence of Gunson's Theorem. ${ }^{4}$ Equation (18) is a consequence of the theorem stated above [Eq. (10)].

Gaudin ${ }^{5}$ has carried through a numerical calculation of the functions $E(x)$ and $S_{1}(x)$. More recently Kahn ${ }^{6}$ has adapted Gaudin's method to compute $E^{\prime}(x), S_{2}(x)$, and $S_{4}(x)$. Thus all three spacing distributions are now accurately known.

The two-level correlation function for the symplectic ensemble can also be obtained immediately from Eq. (10), using the results obtained for the orthogonal ensemble in Sec. III of III. Let the probability density for finding eigenvalues $x_{1}$ and $x_{2}$ in a symplectic level series, irrespective of the positions of other levels, be

$$
\begin{equation*}
1-Y_{2 s}\left(\left|x_{1}-x_{2}\right|\right) . \tag{19}
\end{equation*}
$$

Then the function $Y_{2 g}$ is given by

$$
\begin{equation*}
Y_{2 s}(r)=\{q(r)\}^{2}-\{(d / d r) q(r)\}\left\{\int_{0}^{r} q(x) d x\right\}, \tag{20}
\end{equation*}
$$

with

$$
\begin{equation*}
q(r)=[\sin (2 \pi r)] /(2 \pi r) \tag{21}
\end{equation*}
$$

It is easy now to verify the correctness of the remarks made at the end of Sec. V of III.

## III. COULOMB GAS WITH HARMONIC POTENTIAL

Consider a gas of $N$ point charges with positions [ $x_{1}, \cdots, x_{N}$ ], free to move on the infinite straight line $[-\infty<x<+\infty$ ]. Suppose that the energy of the gas is given by

[^95]\[

$$
\begin{equation*}
W=-\sum_{i<k} \ln \left|x_{i}-x_{k}\right|+\frac{1}{2} \sum_{i} x_{i}^{2} \tag{22}
\end{equation*}
$$

\]

The first term in $W$ represents an electrostatic repulsion between each pair of charges, while the second term represents a harmonic potential attracting each charge independently toward the point $x=0$. In Sec. Vb of II it was mentioned that this Coulomb gas provides an exact model for the statistical behavior of the eigenvalues of a matrix of order $N$ chosen from a Gaussian ensemble. Many properties of the Coulomb gas are implicitly contained in earlier papers ${ }^{7}$ in which the eigenvalue distributions of Gaussian ensembles were studied.
The distribution of eigenvalues of a matrix chosen from a suitably normalized Gaussian ensemble is given by

$$
\begin{gather*}
P_{N \beta}\left(x_{1}, \cdots, x_{N}\right)=C_{N \beta}[\exp (-\beta W)],  \tag{23}\\
C_{N \beta}=(2 \pi)^{-\frac{1}{2} N}\left[\Psi_{N}(\beta)\right]^{-1},  \tag{24}\\
\Psi_{N}(\beta)=(2 \pi)^{-\frac{1}{2} N} \\
\times \int \cdots \int_{-\infty}^{\infty}[\exp (-\beta W)] d x_{1} \cdots d x_{N} . \tag{25}
\end{gather*}
$$

Here $\beta=1,2$ or 4 for the three types of ensemble, the case $\beta=1$ being the usual one which is applicable to real symmetric matrices. The same equations (23)-(25) describe the distribution of the charges in the Coulomb gas in thermal equilibrium at a temperature given by $k T=\beta^{-1}$.

Many of the statistical properties of the eigenvalue distributions will be determined by the partition function $\Psi_{N}(\beta)$ and its derivatives with respect to $\beta$. It is therefore of interest to find an exact analytical expression for $\Psi_{N}(\beta)$.

Conjecture D: For every integer $N$ and real or complex $\beta$, we have identically

$$
\begin{align*}
\Psi_{N}(\beta)=\beta^{-\frac{\xi}{k}-\frac{4}{2}(N-1) \beta} & \left\{\Gamma\left(1+\frac{1}{2} \beta\right)\right\}^{-N} \\
& \times\left\{\prod_{\sigma=1}^{N} \Gamma\left(1+\frac{1}{2} \beta g\right)\right\} . \tag{26}
\end{align*}
$$

This conjecture appears very similar to Conjecture A of I, which was subsequently proved by Gunson and by Wilson. ${ }^{2}$ However, we have not succeeded in adapting Wilson's or Gunson's method to yield a proof of Eq. (26). Some new trick seems to be needed.
Again the evidence in favor of the truth of Conjecture D is overwhelmingly strong. First, it is possible to verify Eq. (26) directly for the physical values 1,2 , and 4 of $\beta$. The case $\beta=1$ has been

[^96]verified more than once. ${ }^{8}$ The case $\beta=2$ is the easiest; one needs only to introduce Hermite polynomials and exploit their orthogonality properties. In the case $\beta=4$, the product $\Pi\left(x_{i}-x_{k}\right)^{4}$ can be written as a confluent alternant, similar to Eq. (3), but involving Hermite polynomials instead of exponentials, and again the properties of Hermite polynomials lead to a proof of Eq. (26).

Conjecture D has also been verified for general $\beta$ in the cases $N=1,2,3$. The calculation is trivial for $N=1$ or 2 . The verification for $N=3$ is by no means trivial, but it has been carried through by Gaudin. ${ }^{9}$ Gaudin's method is to transform the righthand side of Eq. (25) into an integral over the symmetric variables

$$
\begin{aligned}
& y_{1}=x_{1}+x_{2}+x_{3} \\
& y_{2}=x_{2} x_{3}+x_{3} x_{1}+x_{1} x_{2} \\
& y_{3}=x_{1} x_{2} x_{3}
\end{aligned}
$$

and to use the properties of the successive discriminants of an algebraic equation.

Finally we are able to prove, as in Sec. VIII of I, that Conjecture D must hold for all complex $\beta$ if it holds for $\beta=2 k$ with $k$ a positive integer. The argument rests on the fact that the energy $W$ given by Eq. (22) is bounded below. More precisely, ${ }^{10}$

$$
\begin{align*}
W \geq W_{0}=\frac{1}{4} N(N-1)[1 & +\ln 2] \\
& \quad-\frac{1}{2} \sum_{g=1}^{N} g \ln g \tag{27}
\end{align*}
$$

the minimum being attained when the $x_{i}$ are at the zeros of the $N$ th Hermite polynomial $H_{N}(x)$. Thus Eq. (25) may be written
$\Psi_{N}(\beta)=\int_{0}^{\boldsymbol{T}} P(y) y^{\beta} d y, \quad Y=\exp \left(-W_{0}\right)$,
where $P(y)$ is a positive weight function. It is also easy to verify that the right-hand side of Eq. (26) is bounded by $C\left|Y^{\beta}\right|$ for any complex $\beta$ in the halfplane ( $\operatorname{Re} \beta>0$ ). Therefore Carlson's Theorem can be applied as in Sec. VIII of I. We conclude that Conjecture D is equivalent to the following apparently weaker statement,
$(2 \pi)^{-\frac{1}{2} N} \int \cdots \int_{-\infty}^{\infty} d x_{1} \cdots d x_{N}$

[^97]\[

$$
\begin{align*}
& \times\left\{\prod_{i<j}\left(x_{i}-x_{i}\right)^{2 k}\right\} \exp \left(-k \sum x_{i}^{2}\right) \\
= & (2 k)^{-\frac{1}{2} N(1+(N-1) k)}\{k!\}^{-N}\left\{\prod_{i=1}^{N}(k g)!\right\} \tag{29}
\end{align*}
$$
\]

It is possible to go further than this and reduce Conjecture $D$ to a finite algebraic identity. For this purpose we introduce the notation

$$
\begin{equation*}
D_{i}=\left[\left(\partial / \partial x_{j}\right)\right]_{x_{i}-0}, \tag{30}
\end{equation*}
$$

with the understanding that all differentiations are to be carried out before the variables $x_{i}$ are set equal to zero. The identity

$$
\begin{align*}
(k \pi)^{-\frac{1}{2}} \int_{-\infty}^{\infty} x_{i}^{n} \exp & \left(-k x_{i}^{2}\right) d x_{i} \\
& =\left\{i D_{i} /(2 k)^{\frac{1}{2}}\right\}^{n} \exp \left(-\frac{1}{2} x_{i}^{2}\right) \tag{31}
\end{align*}
$$

enables us to replace all integrations in Eq. (29) by differentiations at the point $x_{i}=0$. Eq. (29) then takes the form

$$
\begin{align*}
\left\{\prod _ { i < i } \left(D_{i}-\right.\right. & \left.\left.D_{i}\right)^{2 k}\right\} \exp \left(-\frac{1}{2} \sum x_{i}^{2}\right) \\
& =(-1)^{\frac{3 N(N-1) k}{}\{k!\}^{-N}\left\{\prod_{i=1}^{N}(k g)!\right\}} . \tag{32}
\end{align*}
$$

Since only one term in the exponential series contributes, Eq. (32) is a finite combinatorial identity. A somewhat neater form of the identity is obtained by interchanging the roles of $D_{i}$ and $x_{i}$. We display this form of Eq. (32) as

Conjecture E: The identity

$$
\begin{align*}
& \left\{\frac{1}{2} \sum_{i=1}^{N}\left(\partial^{2} / \partial x_{i}^{2}\right)\right\}^{t^{N(N-1) k}}\left\{\prod_{i<i}\left(x_{i}-x_{j}\right)^{2 k}\right\} \\
& \quad=\left\{\frac{1}{2} N(N-1) k\right\}!\{k!\}^{-N}\left\{\prod_{g=1}^{N}(k g)!\right\} \tag{33}
\end{align*}
$$

holds for positive integer $N$ and $k$.
Conjecture $E$ is equivalent to Conjecture D, and may perhaps be easier to prove. In particular, Conjecture E may be more amenable to generalization. It turned out, in the case of Conjecture A in I, that the key to the proof ${ }^{2}$ lay in the structure of the generalized Conjecture C. We have not been able to find the analog of Conjecture C for the present problem.

## IV. GAUSSIAN ENSEMBLES WITH $\beta=2$ AND $\beta=4$

In this section we collect some results, supplementing the calculations in our earlier papers ${ }^{7}$ which referred exclusively to the case $\beta=1$.

Consider the ensemble of Hermitian matrices $M$, invariant under unitary transformations and having
all elements, apart from Hermiticity, independent random complex variables. The joint distribution function of the eigenvalues of such a matrix is given by Eq. (23) with $\beta=2$;

$$
\begin{align*}
P_{N 2}\left(x_{1},\right. & \left.\cdots, x_{N}\right) \\
& =C_{N 2} \exp \left(-\sum x_{i}^{2}\right) \prod_{i<k}\left(x_{i}-x_{k}\right)^{2} . \tag{34}
\end{align*}
$$

The density of eigenvalues is given by ${ }^{11}$

$$
\begin{align*}
N \int_{-\infty}^{\infty} \cdots & \int_{-\infty}^{\infty} P_{N 2}\left(x, x_{2}, \cdots, x_{N}\right) d x_{2} \cdots d x_{N} \\
& =\sum_{0}^{N-1} \phi_{i}^{2}(x)=N \phi_{N}^{2}(x) \\
& \quad-2[N(N-1)]^{\frac{3}{3}} \phi_{N-1}(x) \phi_{N+1}(x) \tag{35}
\end{align*}
$$

where $\phi_{i}(x)$ are the normalized harmonic oscillator wavefunctions

$$
\begin{equation*}
\phi_{i}(x)=\left(2^{i} j!\pi^{\frac{1}{3}}\right)^{-\frac{3}{3}} e^{\frac{1 x}{x}}\left(-\frac{d}{d x}\right)^{i} e^{-z^{2}} \tag{36}
\end{equation*}
$$

The $n$-level correlation function is

$$
\begin{align*}
& R_{n}\left(x_{1}, \cdots, x_{n}\right)=\frac{N!}{(N-n)!} \int_{-\infty}^{\infty} \cdots \\
& \times \int_{-\infty}^{\infty} P\left(x_{1}, \cdots, x_{N}\right) d x_{n+1} \cdots d x_{N} \\
&= \operatorname{det}\left[K_{N}\left(x_{i}, x_{k}\right)\right]_{i, k-1,2}, \cdots, n \tag{37}
\end{align*}
$$

where

$$
\begin{equation*}
K_{N}(x, y)=\sum_{0}^{N-1} \phi_{i}(x) \phi_{i}(y) \tag{38}
\end{equation*}
$$

with $\phi_{i}$ given by Eq. (36).
The probability that there are no eigenvalues in the interval $(-\theta, \theta)$ is
$R^{(2)}(2 \theta)$

$$
\begin{equation*}
=\operatorname{det}\left[\delta_{p q}-\int_{-\theta}^{\theta} \phi_{p}(x) \phi_{q}(x) d x\right]_{p, q-0,1, \cdots, N-1} \tag{39}
\end{equation*}
$$

which, in the limit $N \rightarrow \infty$, yields precisely the value of the function $E_{2}(x)$ as given by Eqs. (17), (12), and (13).

In the symplectic Gaussian ensemble ( $\beta=4$ ), one may apply similar methods. Thus the density of eigenvalues at the origin is

$$
\begin{aligned}
& N \int_{-\infty}^{\infty} \cdots \int_{-\infty}^{\infty}\left[\exp \left(-2 \sum x_{i}^{2}\right)\right. \\
& \left.\quad \times \prod_{i<k}\left(x_{i}-x_{k}\right)^{4}\right]_{x_{2}-0} d x_{2} \cdots d x_{N}
\end{aligned}
$$

[^98]\[

$$
\begin{equation*}
=\left(\frac{2}{\pi}\right)^{\frac{1}{2}} \sum_{j=0}^{\left[\frac{1}{N-1)!}\right.} \frac{(2 N-2-4 j)!}{2^{N-1-2 i}\{(N-1-2 j)!\}^{2}}, \tag{40}
\end{equation*}
$$

\]

where $\left[\frac{1}{2}(N-1)\right]$ is $\frac{1}{2}(N-1)$ or $\left(\frac{1}{2} N-1\right)$ according to whether $N$ is odd or even. As $N \rightarrow \infty$, the level density at the origin becomes

$$
\begin{equation*}
D^{-1} \sim \pi^{-1}(2 N)^{\frac{1}{1}}, \quad N \gg 1 \tag{41}
\end{equation*}
$$

For the probability that there is no eigenvalue in the interval $(-\theta, \theta)$, one obtains

$$
\begin{equation*}
R^{(4)}(2 \theta)=\chi_{1}(\theta \sqrt{2})+\chi_{2}(\theta \sqrt{2}) \tag{42}
\end{equation*}
$$

where

$$
\begin{array}{r}
\chi_{1}(\tau)=\operatorname{det}\left[\delta_{p q}-\int_{-\tau}^{\tau} \phi_{2 p-1}(x) \phi_{2 q-1}(x) d x\right] \\
p, q=1,2, \cdots, N, \tag{43}
\end{array}
$$

and

$$
\begin{align*}
& \chi_{2}(\tau)=-\int_{\tau}^{\infty} d x \\
& \times \operatorname{det}\left[\begin{array}{cc}
0 & \phi_{2 q-1}(x) \\
\phi_{2 p-1}(x) & \delta_{p e}-\int_{-\tau}^{\tau} \phi_{2 p-1}(y) \phi_{2 q-1}(y) d y
\end{array}\right] \\
&  \tag{44}\\
& \quad p, q=1,2, \cdots, N .
\end{align*}
$$

The function $\chi_{1}(\tau)$ is the Fredholm determinant of an integral equation with the symmetric kernel

$$
\sum_{p=1}^{N} \phi_{2 p-1}(x) \phi_{2 p-1}(y) ; \quad|x|,|y|<\tau
$$

and therefore in the limit $N \rightarrow \infty$ becomes ${ }^{5}$ identical with $E^{\prime}(2 x)$ defined by Eq. (13). The parameter $x$ is here

$$
\begin{equation*}
x=(S / D)=(2 \theta / D)=\left(2 \tau N^{\frac{1}{2}} / \pi\right) \tag{45}
\end{equation*}
$$

by virtue of Eq. (41). To make Eq. (42) reduce to Eq. (18) in the limit $N \rightarrow \infty$, we should have

$$
\begin{equation*}
\chi_{2}(\tau) \rightarrow \frac{1}{2}\left[E(2 x)-E^{\prime}(2 x)\right], \quad N \rightarrow \infty . \tag{46}
\end{equation*}
$$

We have not succeeded in verifying Eq. (46) directly.

## V. OPEN QUESTIONS

In this section we shall make a list of nine unsolved problems which we consider interesting.
a. A symptotic form of the level-spacing distributions for large spacings. The analytical expressions given by Eqs. (11)-(18) for the spacing distributions are due essentially to Gaudin. ${ }^{5}$ These elegant expressions are well suited to numerical calculation of $S_{\beta}(x)$ when $x$ is of the order of unity. However, there remains the problem of obtaining an accurate evalua-
tion of $S_{\beta}(x)$ for large $x$. This problem was discussed in greater detail in paper II.
b. The $L-I$ problem: This problem also arises out of the work of Gaudin. ${ }^{5}$ The integral equations (14) and (15) may be combined into the form

$$
\begin{equation*}
\gamma f=I f \tag{47}
\end{equation*}
$$

where $I$ is the integral operator defined by

$$
\begin{equation*}
I f(y)=\int_{-1}^{1} \exp (i t y z) f(z) d z \tag{48}
\end{equation*}
$$

and $\gamma$ is one of the eigenvalues of $I$. Gaudin introduced the differential operator

$$
\begin{equation*}
L=\left(z^{2}-1\right)(d / d z)^{2}+2 z(d / d z)+t^{2} z^{2} \tag{49}
\end{equation*}
$$

operating on a function $f(z)$ defined on the interval $-1 \leq z \leq 1$, with suitable boundary conditions at the endpoints. Gaudin observed that the two operators $L$ and $I$ commute. They therefore have a complete set of eigenfunctions in common.

Now the operator $L$ is well-known, and its eigenvalues and eigenfunctions have been studied and tabulated. ${ }^{5}$ However, according to Eqs. (12) and (13), for the level-spacing distributions we require the eigenvalues of $I$ and not those of $L$. The fact that $I$ and $L$ commute means that they have the same eigenfunctions, but this fact does not imply any particular connection between their eigenvalues.

Since $L$ has a nondegenerate spectrum, and $I$ commutes with $L, I$ must be a function of $L$,

$$
\begin{equation*}
I=\phi(L) \tag{50}
\end{equation*}
$$

and the eigenvalues $\gamma_{j}$ of $I$ are then given immediately by

$$
\begin{equation*}
\gamma_{i}=\phi\left(L_{i}\right), \tag{51}
\end{equation*}
$$

where the $L_{i}$ are the known eigenvalues of $L$. The unsolved problem is to determine, from the definitions (48) and (49), which function $\phi$ makes Eq. (50) hold as an operator identity. If this problem were solved, it would probably also throw new light on problem a.
c. Identities Between Cluster Functions. In Eq. (12) of III, the following relation between cluster functions was stated as true:

$$
\begin{align*}
\int_{-\infty}^{\infty} Y_{n}\left(x_{1}, \cdots,\right. & \left.x_{n}\right) d x_{n} \\
& =(n-1) Y_{n-1}\left(x_{1}, \cdots, x_{n-1}\right) \tag{52}
\end{align*}
$$

These cluster functions are similar to the UrsellMayer functions which are commonly used in the kinetic theory of gases. ${ }^{12}$ Now Dr. A. Lenard has

[^99]pointed out to us that Eq. (52) certainly does not hold for a normal gas whose molecules interact only with short-range forces. In particular, for a perfect gas we have $Y_{2}=0, Y_{1} \neq 0$, and Eq. (52) already fails for $n=2$. Our "proof" of Eq. (52) involved an illegal interchange of limits and is quite worthless.

In the case of the one-dimensional Coulomb gas which was studied in paper III, we have checked Eq. (52) for several values of $n$ by computing the cluster functions explicitly. In each case which we examined, Eq. (52) holds. Thus the deductions which were made from Eq. (12) in paper III are presumably correct. However, a rigorous proof of Eq. (52) even for the Coulomb gas is still lacking. We make a conjecture that the relations (52) will hold for a gas in any number of dimensions, if and only if the gas is incompressible. By incompressible, we mean simply that the velocity of propagation of sound waves in the gas becomes infinite as the frequency tends to zero. A Coulomb gas with charges all of the same sign is, in this sense, always incompressible.

Problem c is to prove this conjecture, or more generally, to find necessary and sufficient conditions for Eq. (52) to hold. It seems likely that the solution of this problem may give rise to a new branch of kinetic theory, namely the statistical mechanics of incompressible fluids.
d. Proof of the Gaussian Conjecture. This is the proof of Conjecture D or Conjecture E, as discussed in Sec. III of this paper.
e. Ensembles of Asymmetric Matrices. Suppose that $M$ is an $(N \times N)$ matrix in which each element is an independent, real, Gaussian random variable, without any condition of symmetry. The eigenvalues of $M$ will be $N$ complex numbers $Z_{i}$. What can be said about the distribution of the $Z_{i}$ in the complex plane when $N$ is large?

The particular interest of this problem lies in the fact that it is completely untouched by all the methods that have been successfully applied to the study of symmetric matrices. For example, Wigner's original method ${ }^{13}$ of determining the distribution of eigenvalues was to calculate the moments of the distribution function. When the eigenvalues are real, the moments determine the distribution uniquely. However, when the eigenvalues are complex, the knowledge of the moments gives no useful information about the distribution. In particular, any distribution with circular symmetry about the origin in the complex plane will have all its moments zero.

A more general way of formulating the asymmetric

[^100]matrix problem is the following: Is it possible to define any reasonable ensemble of asymmetric matrices for which the distribution of eigenvalues in the complex plane can be calculated?
f. The Five Exceptional Lie Groups. In paper I we have defined matrix ensembles which were called orthogonal, unitary, and symplectic. These ensembles are in precise one-to-one correspondence with the classical Lie groups belonging to the three principal series. ${ }^{14}$ Now it is well-known that there exist, besides the principal series, 5 and only 5 simple Lie groups. These are known as the exceptional Lie groups, and they have many beautiful properties. ${ }^{15}$ We pose the problem of defining 5 exceptional matrix ensembles, related to the exceptional Lie groups in the same way as the ensembles of paper I are related to the groups of the principal series.

This problem is closely related to the question, raised in footnote 10 of TW, of fitting octonions appropriately into physics. The exceptional Lie groups are all closely connected with structures based on the octonion algebra. ${ }^{15}$
g. Physical Application of the Unitary and Symplectic Ensembles. It was proved in TW that the appropriate ensemble for describing states of a complex system is orthogonal, unitary, or symplectic, according as the corepresentation of the symmetrygroup of the system to which these states belong is of Wigner type I, III, or II. Unfortunately, in any system with the full symmetry of the 3 -dimensional rotation group, all co-representations are of type I, and so all states must be described by orthogonal ensembles. In particular, in the application of the theory to neutron-capture levels of heavy nuclei or to complex atomic spectra, the nuclei or atoms have rotational symmetry and only the orthogonal ensemble is relevant.

For a more searching test of the theory, it would be highly desirable to find a practical situation to

[^101]which the unitary or symplectic ensembles could be applied. For this purpose one must find a physical system of sufficient complexity, having a large number of accurately observed levels, and not possessing rotational symmetry. It seems to be a difficult problem to find a system satisfying these conditions. Until this problem is solved, the study of the unitary and symplectic ensembles will remain somewhat academic.
h. Statistical Effects of Missing and Spurious Levels. In paper IV it was pointed out that the statistical analysis of observed series of energy levels can easily be vitiated by the effects of missing and spurious levels. Even one missing level, or one spurious level, can have a drastic effect on certain types of statistical assessment.

It would be desirable to make the results of paper IV more precise by calculating quantitatively the effects of missing and spurious levels. To carry through such calculations would not be difficult, only rather laborious. Problem $h$ is not really an unsolved problem; it is just a job that remains to be done. When calculations of effects of missing and spurious levels have been made, it will be possible to judge with greater confidence whether the discrepancies between theory and experiment recorded in paper IV can be explained away as due to imperfections in the experimental data.
i. Better Analysis of Experimental Data. In many ways the weakest part of this entire investigation is the analysis in paper IV of experimental data on neutron-capture levels. The analysis is complicated, and the results are disappointingly crude. To make firmer contact between theory and experiment, we urgently need to discover better and more discriminating methods for the numerical analysis of data.
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#### Abstract

For simple Lie groups, matrix elements of vector operators (i.e. operators which transform according to the adjoint representation of the group) within an irreducible (finite-dimensional) representation, are studied. By use of the Wigner-Eckart theorem, they are shown to be linear combinations of the matrix elements of a finite number of operators. The number of linearly independent terms is calculated and shown to be at most equal to the rank $l$ of the group. $l$ vector operators are constructed explicitly, among which a basis can be chosen for this decomposition. Okubo's mass formula arises as a consequence.


## INTRODUCTION

THE study of elementary particle interaction symmetries has been renewed in the last few months by systematic use of simple Lie groups. ${ }^{1-7}$ One may make the following hypotheses: the interactions can be split into two parts:
A first part $I_{0}$ which is invariant under the transformations of a group $G$ which entails the direct product of the isospin group $S U_{2}$ and the strangeness gauge group as a subgroup.

A second part $I_{1}$ which is "small" with respect to the first one and may entail a part of strong, electromagnetic and weak interactions.
If $I_{1}$ is treated as a perturbation, then:
To zero order, the elementary particles can be classified in supermultiplets which form bases for irreducible representations of $G$.
To first order, many interesting quantities are given by matrix elements of operators, in a given irreducible representation, the transformation properties of which are related to those of $I_{1}$. Such are the mass differences (respectively the magnetic moments) of particles of the same supermultiplet, if one keeps the non- $G$-invariant part of the strong (respectively electromagnetic) interactions.
If the transformation properties of $I_{1}$ are arbitrary, nothing more can be deduced from the previous hypotheses for these matrix elements. However one can use an analogy: in the similar case where $I_{0}$ is replaced by strong $S U_{2}$-invariant interactions,

[^102]and $I_{1}$ by minimal electromagnetic non- $S U_{2}$-invariant interactions, we know from the relation $Q=T_{3}+\frac{1}{2}(N+S)$ that the noninvariant part transforms like the third component $T_{3}$ of isospin, i.e. like a component of a tensor operator belonging to the adjoint (or regular) representation of the symmetry group.

One can generalize to the case of higher symmetry by supposing that the transformation properties of $I_{1}$ are those of some component of a tensor operator belonging to the adjoint representation of $G{ }^{1.3}$ hereafter called vector operators by analogy with the $S U_{2}$ case. The mass differences are then matrix elements within a given supermultiplet of some component of a vector operator. (For instance, in the usual theories with rank-2 simple Lie groups, they must be given by an operator commuting with isospin and strangeness, thus transforming like the infinitesimal generator associated with strangeness.) Therefore, they are restricted by the Wigner-Eckart theorem, which imposes relations between them. (This is similar to the case of the $S U_{2}$ group, where the matrix elements of a vector operator within an irreducible representation with given $j$ are proportional to those of $J$ and therefore are all expressed in terms of one single parameter.) Mass relations will appear as a consequence of the application of the Wigner-Eckart theorem to the study of matrix elements $\langle | M \sigma\rangle$ of vector operators $M \sigma$ within an irreducible representation of $G$.

Here we shall restrict ourselves to the case where $G$ is one of the simple Lie groups.

In Sec. 1, we show that the $\langle | M \sigma\rangle$ 's are linear combinations of the matrix elements of some operators. We then calculate by means of group characters, the number of linearly independent terms (Sec. II). In Sec. III, we give a general method for obtaining a basis for these operators. We apply this method
to the classical groups $A_{i}, B_{i}, C_{t}, D_{i}$ in Sec. IV, and to the exceptional $G_{2}$ group in Sec. V.

## 1. APPLICATION OF THE WIGNER-ECKART THEOREM

The theorem may be stated as follows:
Let $\mathfrak{F}$ be a Hilbert space, and $x \rightarrow U(x)$ a unitary representation of a group $G$ in $\mathfrak{H C}$. In the space of the linear operators on $\mathfrak{K}$, it induces a representation, which to $x$ associates the transformation $M \rightarrow$ $U(x) M U^{-1}(x)$, (i.e. such that the matrix elements $\left\langle\psi_{1}\right| M\left|\psi_{2}\right\rangle$ are invariant). We suppose that every representation of $G$ is completely reducible. Suppose that $\psi_{1}, M$, and $\psi_{2}$ belong to irreducible subspaces $E_{1}$, $F$, and $E_{2}$ of the respective representations. The tensor product $F \otimes E_{2}$ may be split up into the direct sum of irreducible subspaces, $H_{\alpha}$, some of which, $H_{i}$, are equivalent to $E_{1}$.

$$
\begin{equation*}
F \otimes E_{2}=\sum_{\alpha} H_{\sigma} . \tag{1}
\end{equation*}
$$

Let $P_{\alpha}$ be the projection of $F \otimes E_{2}$ on $H_{a}$, and $Q_{i}$ the isomorphism of $H_{i}$ onto $E_{1}$. Then

$$
\begin{equation*}
\left\langle\psi_{1}\right| M\left|\psi_{2}\right\rangle=\sum_{i} \lambda_{i}\left\langle\psi_{1} \mid Q_{i} P_{i} M \otimes \psi_{2}\right\rangle, \tag{2}
\end{equation*}
$$

where the $\lambda_{i}$ 's are constants depending on $E_{1}, F$, and $E_{2}$, but not on the particular $\psi_{1}, M$, and $\psi_{2}$ chosen in $E_{1}, F$, and $E_{2}$.
Remark: The decomposition (1) is not unique if some of the $H_{\alpha}$ 's are equivalent, but this obviously does not disturb the result.

We are interested in the case where $E_{1}=E_{2}$ and $F$ is equivalent to the adjoint representation ( $\rho$ ) of $G$. Therefore the problem is reduced to:
decompose the direct product of ( $\rho$ ) and of a given representation $E$ into a direct sum of irreducible representations, and determine the number of terms equivalent to $E$,
find explicit expressions for the $Q_{i} P_{i}$, or equivalently for a sufficient number of vector operators yielding a generating system for the $\langle | M\rangle$ 's.

## II. NUMBER OF TERMS IN THE DECOMPOSITION, EQ. (2)

The root diagram ${ }^{8}$ of a simple Lie group of rank $l$ is a set of vectors in $l$-dimensional Euclidian space. The planes $\pi$, perpendicular to the roots, divide that space in domains $D_{i}$. The symmetries with respect to the planes $\pi$ generate a group $W$ under which the diagram is invariant. The $W$-transformed

[^103]$v_{i}$ of a vector $v$ belonging to no $\pi$ build a finite set of vectors, and there is exactly one of them in each $D_{i}$. The dominant ${ }^{8} v$ 's of all the systems of $v_{i}$ 's lie in one of the $D$ 's; let it be $D_{1}$.

An irreducible representation is defined by its highest weight $L$ or by its character ${ }^{8,9}$ :
$\chi(L)=\xi(L) / \xi(0)$ where $\xi(L)=\sum_{S \in W} \delta_{S} e^{i(S K)_{i} i}$,
with

$$
\begin{align*}
& K=L+R \\
& R=\frac{1}{2} \sum \alpha^{+} \quad\left(\alpha^{+} \text {are the positive roots }\right) \tag{4}
\end{align*}
$$

$j$ labels the coordinates in $l$-dimensional space, $\varphi^{i}$ are parameters which define the classes of conjugate elements in $G . \delta_{s}=+1$ if $S$ is the product of an even number of reflexions, and $\delta_{S}=-1$ for an odd number.
We note $\chi(\rho)$ the character of the adjoint representation.

We want to decompose $E \otimes(p)$ into a direct sum. In terms of characters, this reads

$$
\chi(L) \cdot \chi(\rho)=\sum_{L^{\prime}} \chi\left(L^{\prime}\right),
$$

or equivalently

$$
\begin{equation*}
\xi(L) \cdot \chi(\rho)=\sum_{L^{\prime}} \xi\left(L^{\prime}\right) \tag{5}
\end{equation*}
$$

We use the geometrical method given by Behrends et al. ${ }^{2}$ and Speiser. ${ }^{10} \xi(L)$ is represented by the set of points $S K$ with multiplicities $\delta_{s}, x(\rho)$ by the weight diagram of $(\rho)$, i.e. the root diagram of $G$, with multiplicity $l$ at the origin, and +1 everywhere else. Therefore, the first member in (5) is represented by the points $S K$ with multiplicities $l \delta_{s}$ and $S K+\alpha$ with $\delta_{s}$, where $\alpha$ is any nonzero root. Each point in $D_{1}$ with multiplicity $m$ yields $m$ terms in the second member of (5). Therefore, in the general case where $L$ is such that the root diagram translated by $K$ is entirely contained in $D_{1}$, one finds:
$l$ times the initial representation $E$, once any representation with highest weight $L+\alpha, \alpha$ being any nonzero root.

$$
\begin{equation*}
\chi(L) \cdot \chi(\rho)=l \chi(L)+\sum_{\alpha} \chi(L+\alpha) . \tag{6}
\end{equation*}
$$

Thus the number of terms in (2) is $l$ in general.
The argument fails if the root diagram translated by $K$ is crossed by one of the $\pi$ 's which limit $D_{1}$. We then find in $D_{1}$, additional points of the type

[^104]$S K+\alpha(S \in W, \alpha$ nonzero root) with multiplicities $\delta_{S}$ (other points $S K$ are certainly not in $D_{1}$ ). The number of terms will thus be increased (respectively decreased) by the number of pairs ( $S, \alpha$ ) such that $S K+\alpha=K$ with $\delta_{S}=+1$ (respectively -1 ), or equivalently by the number of roots $\alpha$ such that $K+\alpha$ be an $S K$ with $\delta_{s}=+1$ (respectively -1 ). The number of such terms is determined in the appendix, where we prove the following result:
$E$ being any irreducible representation with highest weight $L$, and ( $\rho$ ) the adjoint representation, the number of terms equivalent to $E$ in the decomposition of $E \otimes(\rho)$ into a direct sum, and therefore the number of linearly independent terms in (2) is
\[

$$
\begin{equation*}
l-q \tag{7}
\end{equation*}
$$

\]

where $l$ is the rank of the group; $q$ is the number of vanishing coefficients in the decomposition of $L$ on the fundamental weights.

## Application to the Rank-2 Groups

The representations are defined by the two integers $\kappa_{1}$ and $\kappa_{2}$ which are the above-mentioned coefficients. One then finds two terms if $\kappa_{1} \kappa_{2} \neq 0$ and only one if $\kappa_{1} \kappa_{2}=0$ (the case $\kappa_{1}=\kappa_{2}=0$ is trivial). In particular, the lowest-order representations where two terms occur correspond to $\kappa_{1}=$ $\kappa_{2}=1$ i.e. (8) for $A_{2}$, (16) for $B_{2}$, and (64) for $G_{2}{ }^{2}$

## III. EXPLICIT DETERMINATION OF A BASIS

We now want to determine a set of vector operators $M^{(\mathcal{P})}$ providing a generating system in (2), i.e. such that the matrix elements of any vector operator $M$ within an irreducible representation $E$ be linear combinations of those of the $M^{(p)}$ 's, with coefficients depending only on $M$ and on $E$.

$$
\begin{equation*}
\left\langle\psi_{1}\right| M\left|\psi_{2}\right\rangle=\sum \lambda_{p}(M, E)\left\langle\psi_{1}\right| M^{(p)}\left|\psi_{2}\right\rangle, \tag{8}
\end{equation*}
$$

for $\psi_{1}, \psi_{2} \in E$.
Remark: Clearly such $M^{(p)}$ 's provide a basis for the matrix elements of $M$ between two equivalent irreducible representations $E_{1}$ and $E_{2}$, by just inserting in their matrix elements the isomorphism $Q$ of $E_{2}$ unto $E_{1}$ :

$$
\begin{equation*}
\left\langle\psi_{1}\right| M\left|\psi_{2}\right\rangle=\sum \lambda_{p}(M, E)\left\langle\psi_{1}\right| Q M^{(p)}\left|\psi_{2}\right\rangle, \tag{9}
\end{equation*}
$$

for $\psi_{1} \in E_{1}, \psi_{2} \in E_{2} ; E_{1} \simeq E_{2}$.
On the other hand, we discard the matrix elements of $M$ between two inequivalent irreducible representations (which of course can be $\neq 0$ ).

We now closely follow Racah's method. ${ }^{8}$ We note $\Lambda(G)$ the Lie algebra of $G, g$ its dimension,
$\left\{X_{\sigma}\right\} \quad(\sigma=1, \cdots g)$ a basis in $\Lambda(G)$ satisfying [ $X_{\rho}, X_{\sigma}$ ] $=C_{\rho \sigma}^{\tau} X_{\tau}, X=a^{\sigma} X_{\sigma}$ any element of $\Lambda(G)$. In an irreducible representation of $\Lambda(G), X_{\sigma}$ goes to $A_{\sigma}$ and $X$ to $A=a^{\sigma} A_{\sigma}$. In particular, in the adjoint representation, $X_{\sigma}$ goes to $E_{\sigma}=\left(C_{\rho \sigma}^{\tau} a^{\rho}\right) \partial / \partial a^{\gamma}$. In an irreducible representation, we may look for the $M^{(p)}$ s in the form of noncommutative polynomials of the infinitesimal generators of the group:

Lemma 1. The associative algebra a generated by the infinitesimal generators within an irreducible representation is the whole matrix algebra over the representation space.

Proof: $\mathbb{Q}$ is irreducible in the complex field. By Schur's lemma, its commutator algebra consists of the multiples of the unit matrix, whence the result follows. ${ }^{11}$

Of course we do not need all these polynomials, for clearly $\left[X_{\rho}, X_{\sigma}\right.$ ] and $C_{\rho \sigma}^{\tau} X_{r}$ yield the same operator. The noncommutative polynomials of the $X$ 's, if one ignores the commutation relations in $\Lambda(G)$, clearly build the tensor algebra over $\Lambda(G)$ and we need the quotient algebra of g . By the ideal I generated by the ( $X_{\rho} \otimes X_{\sigma}-X_{\sigma} \otimes X_{\rho}-C_{\rho \sigma}^{\tau} X_{\tau}$ ). We now prove

Lemma 2 . In each coset, there is exactly one completely symmetric tensor, and it has the lowest order in its coset.

Proof: There is one means that every tensor in $\mathcal{G}$ can be reduced to a symmetric one by use of the commutation relations: one symmetrizes the homogeneous terms of highest-order $r$; one is left with a symmetric part of order $r$ (eventually zero) and terms containing commutators, therefore reducing to degree $\leq r-1$. One then applies the same operation to the homogeneous parts of decreasing order, until one reaches $r=1$ which is clearly symmetric. This procedure does not increase the order. There is but one means that there should be no completely symmetric tensor in $I$. If $T$ is such a tensor, its highest-order homogeneous part $T_{0}$ is invariant by complete symmetrization. But $T \in I$ means that $T_{0}$ is of the form

$$
\sum_{\rho, \sigma} P_{\rho \sigma}(X)\left(X_{\rho} X_{\sigma}-X_{\sigma} X_{\rho}\right) Q_{\rho \sigma}(X),
$$

and it vanishes by complete symmetrization; thus $T=0$.

Therefore we can restrict ourselves to the symmetrized polynomial operators. To such an operator

[^105]$M(X)$ we can associate a polynomial $M(a)$ on $\Lambda(G)$ defined by substitution of $a_{\sigma}$ to $X_{\sigma}$ in $M(X)$. This correspondence $\Phi$ is clearly one to one. We are now looking for vector operators $M(X)=\left\{M_{\sigma}(X), \sigma=\right.$ $1, \cdots g\}$. We call vector covariant of ( $\rho)^{12}$ any set of polynomials of the $a^{\prime}$ s, $M(a)=\left\{M_{\sigma}(a), \sigma=1, \cdots g\right\}$, which transform according to ( $\rho$ ). We prove

Lemma 3. $\phi$ carries a vector operator into a vector covariant (and $\phi^{-1}$ does the converse).

Proof. $M(X)$ is a vector operator means

$$
\begin{equation*}
\left[X_{\rho}, M_{\sigma}(X)\right]=C_{\rho \sigma}^{\tau} M_{\tau}(X), \tag{10}
\end{equation*}
$$

or

$$
\begin{equation*}
\left[X_{\rho}, X_{\mu}\right] \partial M_{\sigma} / \partial X_{\mu}=C_{\rho \sigma}^{r} M_{r}(X), \tag{11}
\end{equation*}
$$

or

$$
\begin{equation*}
\left(C_{\rho \mu}^{\lambda} X_{\lambda}\right) \partial M_{\sigma} / \partial X_{\mu}=C_{\rho \sigma}^{\tau} M_{\tau}(X), \tag{12}
\end{equation*}
$$

where the first factor on the left is supposed to occupy the place of the suppressed $X_{\mu}$ in the second one. If $X_{\sigma}$ is now replaced everywhere by $a_{\sigma}, M_{\sigma}(X)$ goes to $M_{\sigma}(a)$, and (12) goes to

$$
\begin{equation*}
E_{\rho} M_{\sigma}(a)=C_{\rho \sigma}^{\tau} M_{\tau}(a) . \tag{13}
\end{equation*}
$$

Therefore $M(a)$ is a vector covariant.
Conversely, if $M_{\sigma}(a)$ satisfies (13), the symmetrized $M_{\sigma}(X)$ satisfies (10). The method applies not only to scalar ${ }^{8,13}$ and vector operators, but also to any type of tensor operators.

The problem is now to find the vector covariants of $(\rho)$. If $M_{\sigma}(a)$ is one of them, and $Y=b^{\sigma} X_{\sigma} \in \Lambda(G)$, then $N=b^{\sigma} M_{\sigma}(a)$ is an invariant of ( $\rho$ ), which depends on two vectors $X$ and $Y$ and is linear in $Y$. The correspondence between $M_{\sigma}(a)$ and $N$ is one to one. We are thus led to consider the vector invariants of ( $\rho$ ).

We already know the invariants depending on one vector. ${ }^{10,14}$ The group $G$ being identified with one of its faithful irreducible representations, the adjoint representation ( $\rho$ ) can be defined as representing $x \in G$ by the automorphism of $\Lambda(G)$ :

$$
A \rightarrow x A x^{-1} \text { for any } A \in \Lambda(G)
$$

This immediately yields the invariants
(I) $\operatorname{Tr} A^{D}$ ( $p$ positive integer),
(II) $\operatorname{det}(A-\omega)$ identically with respect to $\omega$, and therefore all the coefficients of the various powers of $\omega$. The two types of invariants are con-

[^106]nected by the Newton formulas ${ }^{11}$ which express the sums of the $p$ th power of $n$ variables in terms of their symmetric functions and conversely. This would be obvious for diagonalizable $A$ 's, the $n$ variables $x_{i}$ being taken as the eigenvalues of $A$. Then $\operatorname{Tr} A^{p}=\sum_{i}\left(x_{i}\right)^{p}$, and the symmetric functions are the coefficients of $\operatorname{det}(A-\omega)$. In the general case, we slightly modify the classical proof ${ }^{11}$ of Newton's formulas. Let
$$
\Delta(\lambda)=\operatorname{det}(1-\lambda A), \quad \text { and } \quad C=(1-\lambda A)^{-1}
$$

Then

$$
d \Delta / d \lambda=\Delta^{\prime}(\lambda)=\Delta(\lambda) \operatorname{Tr} A \cdot C ;
$$

but

$$
C=1+\lambda A+\cdots+(\lambda A)^{n}+\cdots,
$$

$\Delta^{\prime}(\lambda)=\Delta(\lambda)$

$$
\times\left[\lambda \operatorname{Tr} A^{2}+\lambda^{2} \operatorname{Tr} A^{3}+\cdots+\lambda^{n} \operatorname{Tr} A^{n+1} \cdots\right]
$$

which yields the desired formulas by identification of the formal series of $\lambda$. ( $\rho$ ) is known to have $l$ algebraically independent invariants ${ }^{14}$ and Racah has shown that this method yields a basis for them. ${ }^{13}$ Let $F^{(p)}(a)$ be such a basis.
From these invariants, polarization $D_{b a}{ }^{11}$ gives invariants of two vectors linear in the second one:

$$
D_{b a} F^{(p)}(a)=\left(b^{\sigma}\right) \partial F^{(p)}(a) / \partial a^{\sigma},
$$

and derivation with respect to $a$ yields a family of vector covariants

$$
\begin{equation*}
M_{\sigma}^{(p)}(a)=\partial F^{(p)}(a) / \partial a^{\sigma} \tag{14}
\end{equation*}
$$

Remark: $p=1$ in (I) and the term $\omega^{n-1}$ in (II) both yield $\operatorname{Tr} A$ which is zero for any simple Lie group, for then ( $\rho$ ) is irreducible and has no linear invariant.

$$
p=2 \text { in (I) yields the invariant quad- }
$$ ratic form $a^{\sigma} a_{\sigma}$, from which we deduce the alreadyknown vector covariant $M_{\sigma}^{(1)}(a)=a_{\sigma}$.

It should be investigated whether or not polarization of one-vector invariants yields a basis for twovector invariants. ${ }^{15}$ We failed to prove it and shall admit this result, and in particular that (14) yields a basis for our vector covariants.

## IV. EXPLICIT FORM OF THE $M^{(p)}$ 'S FOR THE CLASSICAL GROUPS $\boldsymbol{A}_{l}, \boldsymbol{B}_{l}, \boldsymbol{C}_{l}, \boldsymbol{D}_{l}$

$A_{l}$ is the real (or unitary complex) unimodular group in $n=l+1$ dimensions. $\Delta(\omega)=\operatorname{det}(A-\omega)$

[^107]has degree $l+1$ and yields $l$ invariants, namely the coefficients of the powers of $\omega$ from 0 to $l-1=$ $n-2$. One may take equivalently the $\operatorname{Tr} A^{D}$ for $p=2, \cdots l+1$. We give here the result for the full linear group $G l(n)$. Transition to the unimodular group $S l(n)$ can be made by suitable extraction of traces. If one uses the $X_{\mu}^{\lambda}$, represented by the $A_{\mu}^{\lambda}$ with 1 at the place ${ }_{\mu}^{\lambda}$ and 0 everywhere else, as a basis for $\Lambda(G)$, and the coefficients $a_{\lambda}^{\mu}$ of $A$ as corresponding coordinates, then from the $\operatorname{Tr} A^{p}$, one obtains
\[

$$
\begin{align*}
M_{\mu}^{(p) \lambda}=S X_{\rho}^{\lambda} X_{\sigma}^{p} \cdots X_{\Delta}^{\nu} & (p-1 \text { factors }) \\
& p=2, \cdots l+1, \tag{15}
\end{align*}
$$
\]

where $S$ means symmetrization with respect to the order of factors.

In particular, for $l=2$, we get Okubo's formula (A-8 in reference 3 ), from which the mass formula can be deduced.
$\underline{B}_{l}$ is the rotation group in $n=2 l+1$ dimensions. As a basis in $\Lambda(G)$, one may take the $X_{i j}$ represented by the $A_{i i}$ with +1 and -1 at the places $i j$ and $j i$, and zero everywhere else. $A=a^{\sigma} A_{\sigma}$ becomes $A=\frac{1}{2} a^{i j} A_{i j}$ with $a^{i j}=-a^{i i}$, or $A=-A^{T}$. $\Delta(\omega)=\operatorname{det}(A-\omega)$ is an odd polynomial, and the coefficients of $\omega, \cdots \omega^{2 l-1}$ yield $l$ invariants. One may equivalently take the $\operatorname{Tr} A^{2 p}$ for $p=1, \cdots l$ ( $\operatorname{Tr} A^{2 p+1}$ is obviously zero).

From $F^{(p)}=\operatorname{Tr} A^{2 p}$, one gets
$M_{i j}^{(p)}=S X_{i k} X_{k l} \cdots X_{n j} \quad(2 p-1$ factors $)$,
(contractions over intermediate indices are to be taken with the conserved metric $g^{i j}$ ).
$D_{l}$ is the rotation group in $n=2 l$ dimensions and all that has been said for $B$ can be repeated here, except that here, $\Delta(\omega)$ is an even polynomial; the invariant of degree $2 l$, which may be taken as $\operatorname{det} A$, being the determinant of a $2 l$-dimensional skew matrix, is a perfect square, and must be replaced by one of its square roots.
$G_{2}$ is the symplectic group in $n=2 l$ dimensions. It leaves the nondegenerate skew form ( $x, H y$ ) invariant, where $H=-H^{T} \operatorname{det} H=1, H^{2}=-1$. The elements $A$ of $\Lambda\left(C_{l}\right)$ are defined by $A^{T} H+$ $H A=0$, or $H A$ symmetric. Then $\Delta(\omega)=\operatorname{det}$ $(A-\omega)=\operatorname{det}(H A-\omega H)=\operatorname{det}\left[(H A)^{T}-\omega H^{T}\right]=$ $\Delta(-\omega) . \Delta$ is an even polynomial and the coefficients of $\omega^{2 p-2}(p=1, \cdots l)$ yield $l$ invariants. One may equivalently take the $F^{(p)}=\operatorname{Tr} A^{2 p},(p=1, \cdots l)$. The $\operatorname{Tr} A^{q}$ for $q$ odd are zero, for

$$
\operatorname{Tr} A^{Q}=(-)^{a} \operatorname{Tr}[H(H A)]^{\alpha}
$$

$$
\begin{aligned}
& =(-)^{Q} \operatorname{Tr}\left[(H A)^{T} H^{T}\right]^{a} \\
& =(-)^{a} \operatorname{Tr}[-(H A) H]^{Q}=(-)^{a} \operatorname{Tr} A^{a},
\end{aligned}
$$

by carrying the last $H$ from right to left and using again $H^{2}=-1$. Therefore $\operatorname{Tr} A^{q}=0$ for $q$ odd.

As a basis in $\Lambda\left(C_{l}\right)$, we may take the $X_{i}^{i}$ represented by the $A_{i}^{i}=h_{i k} A^{k i}$, where $A^{i j}$ has +1 at the places $i j$ and $j i$ and 0 everywhere else. From $F^{(p)}=\operatorname{Tr} A^{2 p}$ we then get

$$
\begin{equation*}
M_{i}^{(p) i}=S X_{i}^{k} X_{k}^{l} \cdots X_{m}^{i} \tag{17}
\end{equation*}
$$

( $2 p-1$ factors, $p=1, \cdots l$ ).

## V. THE EXCEPTIONAL GROUP $G_{2}$

$G_{2}$ has rank 2 , therefore it has only two independent invariants or vector covariants. If one considers it is a subgroup of $0_{7}$, one gets three such terms. We shall here derive directly the algebraic relation which reduces their number from 3 to 2 . (See also reference 13). For that purpose we need the definition of $G_{2}$ given in reference 2 in a slightly different form. The seven eight-dimensional $\gamma$ matrices $\gamma_{i}(i=$ $1, \cdots 7$ ) are defined (up to an equivalence) by
$\left[\gamma_{i}, \gamma_{i}\right]_{+}=-2 g_{i j} \quad\left(g_{i i}\right.$ is the metric of $\left.0_{7}\right)$,
and the matrix $C$ by

$$
\gamma_{i}^{T}=-C \gamma_{i} C^{-1}
$$

$C$ satisfies $C^{T}=C$.
$C$ can be cast into the form

$$
C=\left(\begin{array}{cc}
1 & \\
& g_{i j}
\end{array}\right)\left(C=1 \text { if } g_{i j}=\delta_{i j}\right)
$$

by choosing a basis formed by a spinor $\eta$ such that $\eta^{T} C \eta=1$, and by the seven spinors $\eta_{i}=\gamma_{i} \eta$. The spin representation of $0_{7}$ satisfies $U^{T} C U=C$, thus is a subgroup of the complex orthogonal group $0_{8}$. The $\gamma_{i}$ can be taken antihermitian, so that it is also a subgroup of real $0_{8}$. The $\eta_{i}$ provide a basis for the ordinary representation of real $0_{7}$, which leaves $g_{i i}$ invariant, and is a second subgroup of real $0_{8} . G_{2}$ is the intersection of these two subgroups. To any $7 \times 7$ matrix $A \in \Lambda\left(0_{7}\right)\left(A=\frac{1}{2} a^{i j} A_{i j}\right.$ with the notations of Sec . IV), the spin representation associates the $8 \times 8$ matrix $B=-\frac{1}{2} a^{i j} G_{i i}{ }^{16}$ where $G_{i j}=\frac{1}{4}\left[\gamma_{i}, \gamma_{i}\right]$ corresponds to $-A_{i ;}$ in the representation. $B$ is entirely defined from $A$ by

$$
\begin{equation*}
\left[\gamma^{k}, B\right]=a^{k l} \gamma_{l} \tag{19}
\end{equation*}
$$

In the preceding basis, $\gamma_{i}$ has the form

[^108]| 0 | 0 | 1 | 0 |
| ---: | :--- | :--- | :--- |
| 0 |  |  |  |
| -1 | $\Gamma_{i j k}$ |  |  |
| 0 |  |  |  |

where the $\pm 1$ stand at the $i$ th place in the corresponding subrows. The condition that $B$ belongs to $\Lambda\left(G_{2}\right)$ can be expressed by

$$
B=\left(\begin{array}{cc}
0 & 0 \\
0 & B^{\prime}
\end{array}\right)
$$

where $B^{\prime}$ is a $7 \times 7$ matrix. Identification in (19) yields $B^{\prime}=A$. If we identify the $7 \times 7$ matrix $A$ with the $8 \times 8$ matrix

$$
\left[\begin{array}{ll}
0 & 0 \\
0 & A
\end{array}\right]
$$

the $A \in \Lambda\left(G_{2}\right)$ can be defined by

$$
\begin{equation*}
\left[\gamma^{k}, A\right]=a^{k l} \gamma_{l} . \tag{20}
\end{equation*}
$$

Remark: Expressing the $\gamma$ 's in terms of the T's gives

$$
\begin{equation*}
\Gamma^{i j} a^{i k}+\Gamma^{i}{ }_{l}^{k} a^{l i}+\Gamma_{l}^{i k} a^{l i}=0 \tag{21}
\end{equation*}
$$

which expresses the fact that $G_{2}$ leaves the trilinear totally skew form $\Gamma_{i j k} k^{i} y^{i} z^{k}$ invariant.
Iteration of (20) yields

$$
\begin{equation*}
\left(A^{p}\right)^{k l} \gamma_{I}=\left[\cdots\left[\gamma^{k}, A\right], \cdots, A\right] \tag{22}
\end{equation*}
$$

where $\left(A^{p}\right)^{k l}$ is the element $k l$ of $A^{p}$, and with $p$ factors $A$ on the right hand side. It can be proved by complete induction that

$$
\begin{equation*}
\left(A^{p}\right)^{n l} \gamma_{l}=\sum_{q=0}^{e=p} C_{p}^{q}(-)^{q} A^{q} \gamma^{k} A^{p-q}, \tag{23}
\end{equation*}
$$

where $C_{p}^{q}=p!/ q!(p-q)$ !
Multiplying by $\gamma_{m}$ and taking the trace, one gets from (23),

$$
\begin{equation*}
\left(A^{p}\right)^{k n}=-\frac{1}{8} \sum_{a} C_{D}^{q}(-)^{q} \operatorname{Tr}\left(\gamma^{m} A^{q} \gamma^{k} A^{p-q}\right) \tag{24}
\end{equation*}
$$

Contraction with $g_{m k}$ gives

$$
\begin{equation*}
\operatorname{Tr} A^{p}=-\frac{1}{8} \sum_{q} C_{p}^{q}(-)^{q} \operatorname{Tr}\left(A^{q} \gamma_{k} A^{p-q} \gamma^{k}\right) \tag{25}
\end{equation*}
$$

We now consider the two invariants $\operatorname{Tr} A^{2}$ and $\operatorname{Tr} A^{4}$.
Multiplying (23) on the left by $\gamma_{k}$ and summing over $k$ gives remarkable identities for $p=1$ and $p=2$, respectively:

$$
\gamma_{k} \gamma^{*} A-\gamma_{k} A \gamma^{k}=a^{k l} \gamma_{k} \gamma_{l}=-4 A
$$

or

$$
\begin{equation*}
\gamma_{k} A \gamma^{k}=-3 A, \tag{26}
\end{equation*}
$$

and

$$
\begin{equation*}
\gamma_{k} A^{2} \gamma^{k}=A^{2}-\left(\operatorname{Tr} A^{2}\right) \mathbb{1} \tag{27}
\end{equation*}
$$

where $\mathbb{1}$ is the $8 \times 8$ unit matrix. (25) for $p=4$ is easily transformed by use of (26) and (27) into

$$
-3 \operatorname{tr} A^{4}=\operatorname{Tr} A^{2}\left(A^{2}-\left(\operatorname{Tr} A^{2}\right)^{1}\right)
$$

or

$$
\begin{equation*}
\operatorname{Tr} A^{4}=\frac{1}{4}\left(\operatorname{Tr} A^{2}\right)^{2} \tag{28}
\end{equation*}
$$

This allows us to keep only the invariants of order 2 and 6 , and, therefore, the vector covariants of order 1 and 5.

## VI. CONCLUSION

We have seen that for simple Lie groups, the matrix elements $\left\langle\psi_{1}\right| M_{0}\left|\psi_{2}\right\rangle$ of a vector operator $M_{*}$ within an irreducible representation $E$ are linear combination of those of a finite number of operators, with coefficients depending only on $M_{\sigma}$ and $E$; the number of linearly independent terms is $l-q$, where $l$ is the rank of the group and $q$ is defined in Sec. II.

We found $l$ vector operators, in the form of polynomials of the infinitesimal generators of the group, and admitted a step in the proof showing that they yield a generating system for the preceding decomposition. (Of course only $l-q$ of them are linearly independent in a given $E$ ). Further study of the vector invariants of the adjoint representation ( $\rho$ ) of the group is needed to complete the proof. We conclude by noting that the method applies to any type of tensor operator, i.e. to any set of operators which transforms according to a tensor power of ( $\rho$ ).

## APPENDIX

We prove here the result stated in Sec. II. We need the following lemmas:

Lemma 1. For any particular $\alpha^{+}$, the sum in $R$ can be split into 3 partial sums:

$$
R=R_{0}+R_{\mathrm{b}}+\frac{1}{2} \alpha^{+},
$$

where
$\left\{\begin{array}{l}R_{0} \in \pi_{\alpha}\left(\pi_{\alpha} \text { being the } l-1 \text { plane orthogonal }\right. \\ \left.\text { to } \alpha^{+} \text {and } \alpha^{-}\right), \\ R_{b} \text { is on the same side of } \pi_{\alpha} \text { as } \alpha^{+} .\end{array}\right.$
Proof: There exists an $(l-1)$ plane $U$ and an $(l-1)$ plane $V$ such that
(a) $U$ entails no root and every $>0$ root is on the same side of $U$ as $\alpha^{+}$.
(b) $V$ entails $\alpha^{+}$and $\alpha^{-}$but no other root.
(c) $V \cap U$ is contained in $\pi_{\alpha}$.

As the defining equations for $\pi, U$ and $V$, one can take
$\pi: \alpha_{i} x^{i}=0$,
$U: h(x)=x^{1}+\epsilon_{1} x^{2}+\cdots+\epsilon_{I_{-1}} x^{2}=0\left(\epsilon^{\prime} \mathrm{s}>0\right)$, $V: \alpha_{j} x^{j}+\lambda h(x)=0$, with

$$
\lambda=-\alpha^{2}\left(\alpha_{1}+\alpha_{2} \epsilon_{1}+\cdots+\alpha_{l} \epsilon_{l-1}\right)^{-1} .
$$

There are $\infty^{l-1}$ such families depending on the $\epsilon_{1}, \cdots, \epsilon_{l-1}$. Condition (a) can be satisfied by choosing each $\epsilon$ small enough with respect to the preceding one so that the sign of $h(x)$ be determined for any root by the sign of the first nonzero coordinate. Condition (c) is satisfied by construction and (b) can be too, for the only restriction imposed on the preceding $V$ is that it contains $\alpha^{+}$(and $\alpha^{-}$).
$U$ and $V$ divide the space into four regions: (a) and (b), which are on the same side of $U$ as $\alpha^{+}$, (a) containing the perpendicular to $U$, and (c) and (d) which are on the other side, (c) containing the perpendicular to $U$. We note $R_{h}$, the sum of the roots contained in the region ( $h$ ). Then
$R=\frac{1}{2}\left(R_{a}+R_{b}+\alpha^{+}\right) \quad R_{b}=-R_{d}, \quad R_{a}=-R_{c}$.
$R_{a}+R_{d}$ is contained in $\pi_{\alpha}$, for the root diagram is invariant by $\pi$ symmetry. Therefore,

$$
R=\frac{1}{2}\left(R_{a}+R_{d}\right)+R_{b}+\frac{1}{2} \alpha^{+},
$$

whence lemma 1 follows with

$$
R_{0}=\frac{1}{2}\left(R_{a}+R_{d}\right) .
$$

$R_{b}$ clearly has the required property.
Lemma 2. $R-\frac{1}{2} \alpha^{+}$is orthogonal to $\alpha^{+}$if and only if there is an $(l-1)$ plane $V$ containing $\alpha^{+}$and such that the set of positive roots $\neq \alpha^{+}$be the set of roots on the one side of $V$ (property $\mathbb{P}$ ).

Proof: By lemma 1, $R-\frac{1}{2} \alpha^{+}=R_{0}+R_{b}$. If $R-\frac{1}{2} \alpha^{+}$lies in $\pi_{\alpha}, R_{b}$ lies in $\pi_{\alpha}$ too. But $\pi_{\alpha} \cap(b)$ is contained in $U$, so $R_{b}$ is in $U$. Now $R_{b}$ is a sum of roots none of which is in $U$ and which all are on the same side of $U$. Therefore there cannot be any root in (b), and $R_{b}=0$.

The positive roots $\neq \alpha^{+}$are those in ( $a$ ) and (b). There is none in (b), so they lie in (a). As there is no root in (b), there is none in (d) either. So $V$ has the required property.

Conversely, if there is a $V$ with property $\mathcal{P}$, invariance of the root diagram by $\pi_{\alpha}$ symmetry (which leaves invariant the two sides of $V$ ) yields the result.
$R$ is dominant, therefore lies in $D_{1}$. Lemmas 1 and 2 then show that $D_{1}$ is the domain which for each pair ( $\alpha^{+}, \alpha^{-}$) is on the same side of $\pi_{\alpha}$ as $\alpha^{+}$. We next prove:

Lemma 3. $\pi_{\alpha}$ effectively limits $D_{1}$ if and only if there is an $(l-1)$ plane with property $\mathcal{P}$.

Proof: Let $\alpha^{+}$be a positive root and $u^{+}$any vector in $\pi_{\alpha}$ on the same side of some $U$ than the positive roots. Let $T$ be the plane orthogonal to $u^{+} . \alpha^{+}$is in $T$. " $\pi_{\alpha}$ limits $D_{1}$ " is equivalent to "there is some $u^{+}$ which is on the + side of $\pi_{\beta}$ for every $\beta^{+} \neq \alpha^{+\prime \prime}$, which is equivalent to "there is some $T$ containing $\alpha^{+}$such that every $\beta^{+}$is on the $u^{+}$side of $T$ ", whence lemma 3.

We come back to our problem. Special cases occur when for some $\alpha$ and $S \in W S K+\alpha=K . S K$ and $K$ have the same length, therefore

$$
\left\{\begin{aligned}
K & =J+\frac{1}{2} \alpha \text { where } J \text { lies in } \pi_{\alpha}, \\
S K & =J-\frac{1}{2} \alpha,
\end{aligned}\right.
$$

and $S$ must be symmetry with respect to $\pi_{\alpha}$, so $\delta_{s}=-1$.

It follows from the preceding lemmas that this can occur only for positive roots $\alpha^{+}$, the $\pi$ 's of which effectively limit $D_{1}$. It then occurs once for each root $\alpha^{+}$such that $L=K-R$ be parallel to $\pi_{\alpha}$.

Remembering that the relevant $\alpha$ 's are in number $l$ and that the $l$ fundamental weights are parallel to the $l$ combinations of $l-1$ of their $\pi$ 's, we come to the result stated in Sec. II.
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