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The two-point functions of relativistic quantum field theory are discussed in the framework of 
distribution theory. A derivation in this framework of the Kallen-Lehmann representation is given. 
The singularities in x space are studied for the example of the D p function. It is in general not possible 
to extract a singularity with support on the light cone. It is shown however that D p is at best a 
measure in any neighborhood of the light cone. Thus Lehmann's statement that Dp is at least as 
singular as the corresponding free-field function is confirmed. 

1. INTRODUCTION 

THE structure of the two-point functions in 
relativistic field theory has been discussed by 

G. Kallen! and H. Lehmann.2 Their main result is 
a representation of the various two-point functions 
(see below for their definition) in terms of the cor­
responding free-field functions. It is the purpose 
of the present paper to give a more detailed deriva­
tion of this representation in the framework of dis­
tribution theory and to discuss with its help the 
nature of the two point function in x space, in par­
ticular on the light cone. 

We consider the theory of a scalar local field A (x) 
subjected to the well-known Wightman axioms.3 

The two-point functions of this theory are defined by 

D+(~) = i(A(x) A (Y»o , ~ = x - y, 

D-(~) - D+( -~), D(~) = D+(~) + D-(~), (1) 

and 

D1W = D+W - D-W, 

Dp(~) = HDR(~) +. DA(~)], 
DF(~) = 8(~) D+(~) - 8(-~) D-(~), ----

I G. Kallen, Helv. Phys. Acta 25,416 (1952). 
• H. Lehmann, Nuovo Cimento 11,342 (1956). 

(2) 

where 

8(~) = {I if ~o > 0, 

o if ~o < O. 

The functions of the first group are called homo­
geneous; those of the second group inhomogeneous. 

The corresponding free-field functions to mass m 
will be denoted ~+(~, m2

), ~-(~, m2
), etc. 

In Sees. 2-4 we shall assume the existence of a 
nonvanishing lowest mass I-' > 0 in the thoory. 
The case I-' = 0 will be discussed in Sec. 5. 

2. THE HOMOGENEOUS FUNCTIONS 

As is well known,3 the Fourier transform 

of the lowest Wightman function is a Lorentz­
invariant positive tempered measure with support in 

V~ = !p: p2 ~ p.2, Po > 0). 

The set of measures with these properties can be 
mapped, one-to-one, onto the set of one-dimensional 
positive tempered measures p(u) with support in 
u ~ 1-'2. This mapping is defined as follows4

•
5

: 

3 A. S. Wightman, Phys. Rev. 101, 860 (1956). 
• P. D. MetMe, Commun. Math. Helv. 28, 225 (1954). 
6 L. Garding, Nuovo Cimento Suppl. 14,45 (1959). 
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Let t/I(p) E 84, where 8, is the space of infinitely can be derived from D+ by simple algebraic opera­
differentiable functions of the 4-vector p with fast tions. Representations of the form (11) hold for 
decrease at infinity.6 Then all of them. 

(4) 

is in u 2:: p.2 an infinitely differentiable function with 
fast decrease at infinity, and can be extended to a 
function in 8 1 , 

Let "I(p) E S", be a nonnegative function with the 
property 

feu) == 1. (5) 

To every function if(u) E 81 corresponds then a 
function t/I(p) E S,: 

t/I(P) = 'Y(P)if(P2). (6) 

We define the mapping fJ+ -7 P by 

(p, if) == (D+, "Ii{!) for all if E 81 , (7) 

This definition is independent of the special choice 
of the arbitrary function "I. The measure p defined by 
(7) is obviously positive if D+ is positive. 

Conversely, for every positive tempered measure 
p(u) in u 2:: i there exists a D+(p), defined by 

(D+, t/I) == (p, if,). (8) 

We write this mapping p -+ D+ symbolically: 

(9) 

This is the Kallen-Lehmann representation of D+, 

Fourier transformation of the test functions !{I is 
defined by 

With this definition, Eq. (4) can be transformed 
into 

if(u) = i f d4~ A +(~, u)¢(~). (10) 

The representation (9) becomes in ~ space 

This is to be understood as 

The other homogeneous functions D-, D, and D1 
6 L. Schwartz, Theorie des distributions (Hermann & Cie., 

Paris, 1959), 2nd ed., Vol. 2. 

3. THE INHOMOGENEOUS FUNCTIONS 

Let us consider the function 

(13) 

The other inhomogeneous functions can be ob­
tained from DR by adding suitable hOIhogeneous 
functions. 

In terms of distribution theory, Eq. (13) means 

(DR, rt» = 0 if rt>(~) == 0 in t 2:: 0, 

(DR, rt» = CD, ¢) if ¢(~) e 0 in t $ O. 
(14) 

In order to get a representation for DR we have 
to classify p(u) with respect to its behavior at in­
finity: p will be said to be of degree N (N integer) if 
f du p(u) u-n exists for every integer n > N but 
diverges for n :$ N. 

Let !{I E 84 be a test function. The function 
t/I'(u) defined by 

!{I'(U) = f d4p 2 !{I(p). 
p - u + tEPo 

is then continuous and decreases for large u at least 
as u-1

• 

Thus, if p is of degree N :$ 0, the integral 
f du p(u)!{I'(u) exists, and the expression 

- f 1 DR(P) = dup(u) 2 +., 
P - u upo 

(15) 

which we get from (13) by treating the right-hand 
side as a product in the ordinary sense is a well 
defined distribution: 

(DR, !{I) = f dup(u)!{I'(u). 

In the case N > 0, the expression (15) ceases to 
make sense and has to be replaced by 

DR(P) = QN(P2) 

X f dUp(U)[QN(U)]-l 2 1 +., (16) 
p -u 'tEPo 

Here QN(U) stands for a polynomial of Nth degree 
which assumes positive values for all 'U ;:::: Ii. It is 
easy to see that (16) complies with the require­
ments (14). 

From (15) or (16), respectively, we get the ~space 
representations 

(17) 
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or 

J p(u) ) 
DB(~) = QN( - D) du QN(U) ~R(~' u . (18) 

Equation (18) is to be read as 

(DR' cp) = J du ~~(2) J d4~ ~R(~' U)/QN( - O)cp(~) I . 
The freedom in the choice of QN leads to the expected 
ambiguity7 

N-l 

L Cn On o\~). 
n-O 

Indeed, be Q\ Q2 two possible polynomials QN: 

N-l 
.) N ~;" Q'(u = u + L..J anu . 

.. -0 

The difference between the corresponding D~ is 

3(P) = fJ1(P) - fJ~(p) 

J du ( ) Ql(p2)Q2(U) - Q2(p2)Ql(U). 
= p2 _ uP U Ql(U)Q2(U) 

The numerator occurring in the integrand is of the 
form 

N(p2, u) = (P2 - U)Q(P2, u), 

N-l 

Q(P2, u) = L (P2fQn(u) , Q .. of degree::; N - 1. 
,,==0 

Therefore, 
N-l 

3(P) = L c .. ( _I)"(P2)", 
o 

Cn = (-If J dup(u) Q\~)~l(u) , 

which is of the form claimed above. 

4. THE STRUCTURE IN ~ SPACE 

In this section we will examine the distribution 
character of the D functions in ~ space for the 
example of the D p function. 

We start with the representation 

(19) 

or 

(20) 

by introducing the explicit expression for IIp(~, u): 

IIp(~, u) = (4'lIT l O(~2) - (}(~2) 8:' J 1 (uiX)/uiX, 

X = (~2)i. (21) 

7 O. Steinmann, Helv. Phys. Acta. (to be published). 

The function l(t) = C! J1(t1) is an entire function 
of t with the Taylor expansion 

_ 1" (-1)'" .. 
I(t) - 2 f 22"'m! (m + I)! t . (22) 

I(t) decreases for t -+ co like t-1• 

According to the degree N of p we must distin­
guish several cases. 

Case 1. N::; -2 

The integral (19) can be carried out by integrating 
the two terms in (21) separately. We obtain 

Dp(~) = C o(f) - (}(fW(f), (23) 

with 

C = (411")-1 J dup(u) > 0, (24) 

F(~2) = (811"fl J dup(u) ·ul(uf). (25) 

F(~2) exists for all values of ~2 and is a bounded 
continuous function. Thus Dp has a 0 singularity 
on the light cone and is a continuous function 
elsewhere.This is the same behavior as that of the 
free-field function IIp. 

Case 2. N = -1 

In this case the integral (25) diverges certainly in 
e = 0 and may also diverge in any other point. In 
order to get a convergent integral, we note that 

(0 + u) tlp(~, u) = t(~). (26) 

Equation (19) can therefore be written in the form 

Dp(~) = - 0 J dUP1(U) IIp(~, u) + J dUP1(U)' t(~) , 

where Pl(U) = u-1·p(u) is of degree -2. 
The integral occurring here is of the type that has 

been considered in Case 1. Thus, making use of 

o o(e> = 411" 04(~), 

we obtain 

Dp(~) =, - J dUPl(U)'04(~) + D[(}(~2)Fl(~2)1 

+ J dUP1(U)' o"(~) = 0 [(}(fWl(f)], 

with 

(27) 
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From Eq. (22) we have 

Fl(O) = (1&nr' J dup(u) 

C being defined by Eq. (24). 
Therefore, 

lC, 

is a bounded continuous function with support in 
~2 ~ O. 

Since D8(~2) = 4 8(r), we obtain finally 

Dp(~) = C 8(~2) + DGl(r). (29) 

For the discussion of DGI we use again Garding's 
mappingS of invariant four-dimensional distributions 
on distributions in one variable only. This mapping 
is defined in our case (all distributions concerned 
being even under time reversal) by the following 
procedure: We introduce the space H of the functions 

where 

h2(0) = O. 

Then, if we topologize H in a suitable way (see 
reference 5), the formula 

defines a continuous mapping of S4 onto H. The dual 
space of H will be called H'. 

To every even distribution T E S~ corresponds a 
distribution l' E H', defined by 

(1', if» = (T, c/J), if>EH. (31) 

(To every function h E H we can find a function 
c/J E S4 with if> == h.) 

We have 

Dc/J(r) = rif>(r) , 
(32) 

DT = r'T, 

Note that the operation r' is defined on all of H' 
in the usual way [i.e. by (r'T, h) == (1', rh)], 
while (djdr)T is in general not defined since the 
functions h are in the origin not continuously dif­
ferentiable. 

We will now apply this procedure to DG,. Since 
G, is a continuous function we have simply 

r = r. 

have 

The two terms in this expression make sense indi­
vidually in spite of the warning given above. This is 
so because continuous functions are defined as dis­
tributions on a much wider class of test functions 
than H, namely on integrable functions with suffi­
ciently fast decrease at infinity. 

(d/dr)Gl(r) is a measure which does not contain 
a discrete part. In particular there is no term of the 
form c 8(r). Therefore (d2 /dr2)G, does not contain 
any 8' terms. Terms of the form 8(r - a) may be 
present but will show up in r'G, only if a ~ O. 
Thus the 8(~2) singularity in (29) cannot be cancelled 
by the DG, term, i.e. Dp has always a 8 singularity 
on the light cone. 

r'G, may be continuous away from the light cone. 
However, it cannot be bounded in a neighborhood 
of the light cone. In order to see this we consider 

r-'G,(r) = (S?,r'8(r) 

X J dup, (u) ·u2. (ur) -, {l(ur) - 1(0)}. 

According to Eq. (22) the expression (ur)-l{I(ur) -
1(0)} converges towards a nonvanishing constant 
if r ~ O. Since I dup,(u) ·u2 diverges, r -lG, cannot 
be bounded in a neighborhood of r = O. Therefore 
(d2/ dr2)rG I cannot exist and be bounded in such a 
neighborhood, because from this the boundedness 
of r -IGI would follow. 

Thus DGI is certainly no bounded continuous 
function in the vicinity of the light cone though it 
may still be an integrable function. In general it 
will be, however, a distribution of second order. 

Case 3. N = 0 

By using Eq. (26) twice we obtain 

0
2 J dUP2(U) ,1p(~, u) 

- J dUP2(u)·D 8\~) + J dUPI(u)·84(~), 
with P2(U) = p(u) ·u-2 being of order -2. 

We define analogously to Case 2: 

F2(~2) = (S'nr' J dup2(u)ul(uf) , 

G2(~2) = 8(~2)/F2(r) - F2(0)}. 

The bar in G, will be omitted in the future. We G2 is again a continuous function with support in 
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e 2:: O. A simple calculation yields 

Dp(~) = (4'lIr l f dUp2(U)' 0 2 o(f) 

- f dUP2(U)' 0 04(~) + f dUPl(U)' o\~) 

- 0 2 
{ O(~2)F2(f)} 

= f dUPl(U)' 04W - (161r)-1 

X f dUPl(U)' 020(f) - 02G2(~2) 

- 02G2(~2). (33) 

Mapping into H' renders 

Dp(T) = -r ,2G2(T). 

It is in general impossible to extract from this 
form a singularity with support on the light cone. 
We know, however, from the discussion of Case 2, 
that riGa cannot be a bounded function in the 
vicinity of the light cone. Therefore r ,2G2 cannot be 
an integrable function in this vicinity, since from 
its integrability the boundedness of riGa would 
follow; i.e. Dp is on the light cone at least as sin­
gular as a measure. In general, it will of course 
behave worse than a measure. Away from the light 
cone Dp is, in general, a distribution of fourth order, 
though in special cases it may be much nicer and 
may even be a function in some regions. 

Case 4. N> 0 

In this case we must use the representation (18): 

Dp(~) = QN(-O) D~(~), 

D~(~) = f dup(U)[QN(U)rl .6p(~, u). 

P(U)/QN(U) is of order 0, i.e. Df, is of the form dis­
cussed in Case 3. In H' we get 

Dp(T) = QN(-r') D~(T). 

We know that Df, is at least as singular as a 
measure in a neighborhood of the light cone. There­
fore Dp is in this neighborhood of higher order 
than that of a measure. Nothing can be said about 
the singularities off the light cone except that they 
are of order:::; 4 + 2N. 

5. THE CASE OF ZERO MASS 

the singular point p = 0 is now contained in the 
support of fj+ requires some extra care in the dis­
cussion of the mapping S4 - Sl introduced in Sec. 2. 

Let c(p) be a function from S4 with c(O) = 1, 
and "I(p) be the function "I defined in Sec. 2. Note 
that "1(0) = 0 as a consequence of Eq. (5). 

Then we can write, for any 1/1 E S4: 

1/10 = 1/1(0) 

= 1/Io(fj+, c) + (fj+, "I ( 1/1 - 1/Ioc» 

= 1/10 (fj + , C - "Ic) + (f5+, "Ilf;), 

where again (fj+, "Ilf;) is independent of the special 
choice of "I and therefore a = (fj+, C - "Ic) is inde­
pendent of 'Y as well as c. 

We get thus the representation 

where P is defined as in Eq. (7). 
The 0 term is obviously the contribution coming 

from the vacuum as an intermediate state and will 
be assumed to vanish. The second term in the repre­
sentation (33) is exactly of the form (9) and can be 
treated in the same way. Thus the representations 
(11), (17), (18) still hold. 

Since p/u is no longer defined, we must slightly 
change the arguments used in Sec. 4. 

The degree of P is to be defined with the help of 
the integrals f du p(u) (u + a2 )-n, a ;¢ 0. The degree 
N obviously does not depend on the value of a. 
In the case J.I. > 0, this definition is equivalent to the 
one given in Sec. 3. In the discussion of Cases 2 and 3 
we must replace Eq. (26) by 

(0 + U + a2
) Llp(~, u) = 04(~) + a2 Lll'(~' u). 

From this we get, in Case 2, 

Dl'(~) = a
2 f dUPl(U) Lll'(~' u) 

oJ dUPl(U) Lll'(~'u) + J dUPl(U)'04(~), 
Pl(U) = p(u)(u + a2t l

• 

The first term is of the form treated in case 1, the 
second in the form treated in case 2. The result of 
the discussion is 

In the case fJ. = 0, the Wightman distribution Dl'(~) = (41r)-1 f dup(u)· oCr) 
fj+(p) is an invariant positive tempered measure 
with support in the forward cone V+. The fact that - a2()C~2)Fl(r) + OGlCr), (34) 
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with 

FJ(~2) = J dUPJ(u)uI(uf) , 

GJ(~~ = O(f) (FI(f) - FI(O) I· 
FI and GJ are again continuous functions. 

Dp(~) has therefore exactly the same structure as 
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in the case of nonvanishing p.. The same holds also 
in Case 3, and therefore in Case 4. 
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An attempt was made to determine all possible schemes for global symmetry as representations 
of groups. All possible schemes which correspond to connected groups were found, but the conclusions 
about nonconnected groups are incomplete. Physical interpretation of the schemes is discussed, and 
a detailed summary of group-theoretic methods is included. 

1. INTRODUCTION 

T HE concepts of isospin and of strangeness, or 
hypercharge, have proven very useful in sys­

tematizing the elementary particle interactions. As 
we know, the corresponding conservation laws 
greatly limit the possible structure of strong inter­
actions. These laws, on the other hand, still leave 
much arbitrariness. It is therefore natural that one 
should look for additional, or global, symmetries, 
which might circumscribe the theory in a more 
definite way. 

In the last few years various schemes were pro­
posed by a number of authors, and various ap­
proaches were introduced. In particular, Lee and 
Yang l recently examined global symmetry from the 
point of view of its group structure, and formulated 
a set of requirements for a global symmetry group. 
This suggested the following question: What groups 
can be used as global symmetry groups? 

It is the p:urpose of this paper to construct a 
catalogue of global symmetry groups, for the par­
ticular case where the baryons form an octet. We 

* Supported in part by the U. S. Air Force, Office of Sci­
entific Research, Air Research and Development Command. 

t Present address: Institut de Physique Thiiorique de 
l'Universite de Geneve, Geneve, Switzerland. 

t Present address: Courant Institute of Mathematical 
Sciences, New York University, New York, New York. 

1 T. D. Lee and C. N. Yang, Phys. Rev. 122,1954 (1961). 

determined, up to equivalence, all symmetry groups 
which are connected. We also found the possible 
neutral components (i.e. the connected components 
of the respective identities) for nonconnected groups. 
However, it appears that a further investigation of 
the nonconnected groups would be tedious, and of 
little significance. We therefore did not pursue this 
subject further. On the other hand, we discuss some 
properties of the symmetry groups, such as inclusion 
relations, and we show, furthermore, some of the 
physical consequences of the symmetry groups. 

This study, we feel, serves a twofold purpose; 
first, it helps to correlate the previous studies on 
global symmetry, and extends slightly the results 
formerly obtained; second, it shows how a problem 
in interaction symmetry can be approached in a 
systematic way. We note that our methods could 
still be used, at least in principle, if the assumptions 
which we adopt should be modified. However, one 
should not forget that the relevance of global sym­
metry, such as considered here, to any higher sym­
metries which may be realized in nature, is as yet 
a poorly understood matter. We shall not try, 
therefore, to correlate our results with the current 
experimental situation. Only in Sec. 8 will there be 
a short discussion of these questions. 

Our methods depend primarily on the classifica­
tion of simple Lie groups and on the construction of 
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with 

FJ(~2) = J dUPJ(u)uI(uf) , 

GJ(~~ = O(f) (FI(f) - FI(O) I· 
FI and GJ are again continuous functions. 

Dp(~) has therefore exactly the same structure as 
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in the case of nonvanishing p.. The same holds also 
in Case 3, and therefore in Case 4. 
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their representations. These mathematical problems 
were solved by Killing, Cartan, and Wey1.2.3 A few 
other standard theorems were also used. However, 
we did not need to solve any involved group­
theoretic problems ourselves. 

A brief summary of our paper follows. 
In Sec. 2 we discuss various approaches to global 

symmetry, especially the approach of Lee and Yang, 1 

which we adopt. We also discuss there the ramifica­
tions of this approach. The physical assumptions, 
which are the basis of our work, are summarized 
in Sec. 3, and we define there various kinds of global 
symmetry groups. In Sec. 4 we outline the mathe­
matical approach, and list the groups which are 
candidates for global symmetry groups. In Sec. 5 
we present our catalogue of global symmetry groups, 
and relate our results with the previous studies of 
global symmetry. 

The next two sections illustrate the significance 
of the different global symmetry groups. This signifi­
cance is brought out by showing how the symmetries 
should be extended to the antibaryons and to the 
mesons (Sec. 6), and by a discussion of the conse­
quences of the symmetry groups (Sec. 7). Finally, 
in Sec. 8 we make a few observations on the possible 
relevance of our investigation to experimental tests, 
and to further theoretical developments. 

The appendices deal with mathematical details. 
In Appendices A and B we summarize various prop­
erties of Lie groups and of their represent!l.tions, 
respectively. Appendix C contains a discussion of 
nonconnected groups, and Appendix D contains the 
proofs of inclusion relations among the groups. We 
aimed to make the text intelligible without a study 
of Appendices C and D, but, we should emphasize, 
this does not apply to Appendices A and B. Much of 
the material in these two appendices is prerequisite 
to the text. 

2. THE CONCEPT OF GLOBAL SYMMETRY 

In this section we discuss and compare some of the 
approaches which have been introduced in dealing 
with . global symmetry, and in particular, the ap­
proach of Lee and Yang. l 

To illustrate one possible approach, let us consider 
a scheme which was suggested some time ago by 
Gell-Mann! This scheme is based on Yukawa 
couplings, and the equality of some of the coupling 

2 E. Carlan, Sur la structure des groupes de transformations 
finis et continus Thesis, Paris (1894). 

a H. Weyl, Math. Z. 23, 271; 24, 328, 377 (1925). {Re­
printed in H. Weyl, Selecla (Birkhiiuser, Basel, 1956), p. 
262 II.] 

4 M. Gell-Mann, Phys. Rev. 106, 1296 (1957). 

constants is postUlated. This approach was also 
used in other works. It has a drawback in that it 
is not always easy to see the group structure, or 
the consequences, of a scheme constructed in this 
manner. However, there is also an advantage, since 
this approach restricts our considerations to the 
observed particles. This is in contrast to some of 
the other approaches, which may require the intro­
duction of hypothetical particles. 

Some of the schemes were constructed in close 
analogy with the I-spin. One assumed a group larger 
than the I -spin, and the baryons and the mesons 
are assigned into supermultiplets which are asso­
ciated with the irreducible representations of this 
group. One can then try to find some exact or ap­
proximate consequences of the assumed group struc­
ture. Ultimately one would hope to derive this 
structure from a deeper fundament, as is the case 
with the I-spin. The group 804 in partiCUlar has 
been used for a number of schemes; see e.g. the 
work of Pais.5 

The approach of Lee and Yang, which is also 
the basis of this work, can be considered as the 
opposite to the one we just described. Lee and Yang 
take as the starting point, the representation asso­
ciated with the eight (long-lived) baryons, rather 
than the underlying, or abstract, group. A global 
symmetry group then appears as a linear group, of 
matrices, which acts on the octet of the baryons 
and also satisfies certain requirements. This approach 
is basically phenomenological, and is perhaps an 
appropriate one to take, since we have no real under­
standing of the origin of symmetries. (The assump­
tion of an octet of baryons is quite incidental to this 
approach; see also below.) 

The most essential requirement which will be 
imposed on these linear groups is that they contain 
the I-spin group and the strangeness group as sub­
groups. Explicitly, we require that the following set 
of matrices, taken with respect to the indicated 
basis, be included: 

(2.1) 

8U2 N 

The elements of 803 are to be related to those of 
8U2 in the usual way, and R is a suitably chosen 
fixed matrix. One may also say: The linear group 
must reduce in the indicated way if all parameters 

5 A. Pais, Proc. Nat. Acad. Sci. U. S. 40, 484 (1954). 
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except four are kept fixed at zero (provided they 
are suitably chosen). We shall discuss the require­
ments more fully in Sec. 3. The groups satisfying 
these requirements will be called global symmetry 
groups, or simply, global symmetries. 

We will now make a few comments which should 
clarify our approach. 

(1) One has to assume that some or all of the 
mass differences, depending on the supermultiplet 
structure, can be neglected. The assumption is of 
course crucial in all of the group-theoretic approaches 
attempted so far, and is their fundamental weakness. 

(2) Given any scheme, one should be able to 
extend it to the antibaryons and to the mesons, and 
to derive some experimental consequences. As we 
shall see in the sequel, this does not lead to any 
difficulties. In particular, we shall assume that the 
mesons have the symmetries of baryon-antibaryon 
systems. The possible meson schemes are then de­
termined. Moreover, the partition of meson super­
multiplets into isomultiplets is likewise determined. 
It is the foregoing assumption, we may note, which 
makes the baryons rather than the mesons more 
convenient for the starting point. If we had started 
with schemes for the mesons, then the extensions 
to the baryons and the antibaryons would be more 
involved. 

(3) Our program presupposes eight fundamental 
baryonic fields. This may be considered arbitrary, 
but an assumption of this kind has to be made in 
order to get concrete results and to understand the 
methods. Should this assumption prove unsatis­
factory, the program could be suitably modified. 
But we ought to point out that we cannot rely very 
strongly on the current experimental situation. In 
the first place, many speculations have been made 
concerning the possible experimental effects of un­
stable particles.6 Furthermore, some of our schemes 
lead to more mesons than the seven familiar ones, 
and one is forced to consider the additional mesons 
as short-lived. We also note that the possibility of 
having more than eight baryons has likewise been 
suggested/ and many corresponding schemes have 
been considered. 8 

(4) We have emphasized that in our approach 
we start with the representations rather than with 
the underlying groups. The distinction between these 
becomes particularly relevant in discussing some of 
the experimental consequences, and also when dis-

e See, e.g., J. J. Sakurai, Ann. Phys. N. Y. 11, 1 (1960). 
7 M. Gell-Mann, Nuovo Cimento SUpp!. 4, 848 (Hl56). 
8 R. E. Behrends, J. Dreitlein, C. Fronsdal, and B. W. Lee, 

Rev. Mod. Phys. 34, 1 (1962). 

cussing the mesons, since then we have to deal with 
inequivalent representations of an underlying group. 
It is due to this circumstance that, even though we 
start with a representation, the underlying group 
nevertheless will play a major role in our investiga­
tion, and will yield some useful insights into the 
significance of the (linear) global symmetry group. 

(5) Finally, we mention the possibility of cor­
relating the observed conservation laws (i.e. of I­
spin and of strangeness) with discrete groups.9 We 
note here that if we were to base our analysis on 
such discrete groups, rather than on the usual con­
tinuous groups, then a systematic study of the pos­
sible global symmetries apparently would be much 
more difficult. We shall not consider this matter 
further. 

3. SUMMARY OF THE ASSUMPTIONS 

We will now summarize the assumptions, or re­
quirements, which form the basis of our work. We 
will also introduce a few definitions. (We note that 
our requirements differ from those of Lee and Yang' 
in a few minor respects.) 

(1) We require that a global symmetry group 
contain as subgroups the I-spin group and the 
strangeness group, in the sense explained in Sec. 2. 

However, our formulation of the requirement, 
that the strangeness group be included, will be 
modified sometimes for mathematical convenience. 
In order to deal with unimodular matrices we shall 
replace strangeness by hypercharge, or by a modified 
hypercharge (Y' = Y + aN); see Sec. 4 for details. 

We shall refer to the strangeness group, to the 
hypercharge gauge group, and to the modified hyper­
charge gauge groups, as the strangeness-like groups. 

(2) We shall assume that a global symmetry 
group is a compact Lie group, and that it is a sub­
group of the group U 8 of 8 X 8 unitary matrices. 

This restriction ensures that the requirement of 
conservation of probability is fulfilled, and also 
excludes certain rather artificial examples; see for 
instance the examples given by Pontriagin.'o How­
ever, schemes have also been constructed on the 
basis of noncompact groups; see the example of 
Higgs,t' who found it necessary to introduce in­
definite metric into the theory . We shall not con­
sider such schemes further. 

We remark that this assumption can be derived 

9 K. M. Case, R. Karplus, and C. N. Yang, Phys. Rev. 
101,874 (1956). 

10 L. Pontriagin, Topological groups (Princeton University 
Press, Princeton, New Jersey, 1939), pp. 264-5. 

11 P. W. Higgs, Nuc!. Phys. 4, 221 (H)57). 
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from somewhat weaker premises, since unitarity 
and compactness are closely related. But we shall 
not elaborate here. 

(3) A global symmetry group is a linear group, 
or a representation, and therefore we may speak of 
reducible and of irreducible global symmetry groups, 
depending on whether the four isomultiplets form 
one octet, or two or three supermultiplets. 

We shall also consider symmetry groups which 
relate only to some of the baryons. These will be 
called partial global symmetry groups. We shall 
assume for a partial global symmetry group the 
requirements which are analogous to those numbered 
1 and 2. In particular, the I-spin and the strangeness 
groups will be assumed to act on the relevant 
baryons only. The remaining baryons can be simply 
ignored, or, one cay say, can be thought of as having 
quantum numbers zero. 

The partial global symmetries will be very helpful 
to us in finding the global symmetries, both the 
reducible and the irreducible ones. The partial global 
symmetries may also be of interest in themselves. 
However, this latter point of view leads to questions 
as, e.g., how should the I-spin be interpreted. We 
shall not pursue this point of view further, but we 
shall look at these partial symmetries only as useful 
constructs. For brevity we consider only those partial 
global symmetries which are irreducible. 

(4) We shall say that a symmetry group is 
minimal, if it does not have any (proper) subgroups 
which define the same supermultiplet structure. 

In other words, a global, or a partial global sym­
metry group is minimal if it does not contain as sub­
groups any other symmetries which reduce into the 
same number (and not a larger number) of blocks. 

For brevity, our discussion of the nonconnected 
symmetry groups will be confined largely to the 
minimal ones, but the connected groups will be 
discussed fully. (We should note, however, that our 
understanding of the minimal nonconnected groups 
is likewise incomplete, and the previous remarks 
still apply.) 

(5) In our approach, a symmetry group is a linear 
group, and the following question arises: Given two 
equivalent symmetry groups, do they have the same 
physical content? We proceed on the assumption 
that they do. (See also Sec. 7.) However, we do not 
attempt to define physical content precisely, and so 
cannot answer the question in definite terms. 

(6) We now consider the assumptions which will 
be used in order to extend the global symmetries 
to the antibaryons and to the mesons. We refer 
here to the underlying group S rather than to a 

specific representation, since in general more than 
one representation of 9 will be involved. 

To extend a symmetry to the antibaryons, we 
shall assume that a system consisting of a baryon 
and of the corresponding antibaryon is invariant 
under the action of g. Similarly, we shall assume 
that there is a system which consists of a baryon, 
an antibaryon, and a meson, and which is invariant 
under g. We note that this last condition is fulfilled 
if we have a Yukawa Lagrangian invariant under g, 
but our assumption is more general. 

Let us now formulate the foregoing assumptions 
concisely. Let DB, DB, and DM denote the repre­
sentations which are to be associated with the 
baryons, the antibaryons, and the mesons, respec­
tively; and let DE denote the identity representation 
[DE(g) == 1]. We recall that, if we are given two 
particles described by vectors VI and V2 , then the 
system which consists of these two particles is de­
scribed by the tensor product VI @ V2. Further, the 
action of a group on a tensor product is given by the 
Kronecker product representation. Our assumptions 
now require that 

DB@DB;;2DE, 

DB @ DB @ D M ;;2 DE. 

(3.1a) 

(3.1b) 

The requirement (3.1a) as stated is sufficient for 
irreducible symmetries. Otherwise we must assume 
such a relation for each supermultiplet of the 
baryons. 

Interacting systems can be discussed without 
introducing any special assumptions. It is only neces­
sary to interpret group invariance as the invariance 
of n-particle amplitudes (which behave like tensors) 
with respect to the action of the group. This is 
done in Sec. 7. 

The preceding discussion was given in general 
terms, since we wanted to avoid any particular field­
theoretic framework. However, if we accept the 
framework of conventional field theory, then we can 
be more specific. In this case we are interested in the 
invariance under 9 of the following functions: 

(T(1{;a1/la»o, (T(fa1/lb/(Jc»o, (T(fafb1/lcif;d»O, (3.2) 

and the foregoing discussion applies. See also the 
article of Behrends et al. 8 The last expression in 
(3.2) refers to baryon-baryon and baryon-anti­
baryon scattering, as typical of interacting systems .. 

4. ENUMERATION OF LINEAR GROUPS 

In the last section we formulated the mathematical' 
problem of determining the linear groups, or repre-



                                                                                                                                    

592 D. R. SPEISER AND J. TARSKI 

TABLE I (a). Representations of noncommutative simple Lie 
groups and algebras, of degree 8 or less, arranged according 

to the rank. 

Degree 
Rank 2 3 4 5 6 7 8 

1 A: A: At Af A: AI A~ 
2 (2)A: B~pin B; A; G~ A~ 
3 (2)A: In; B; B~pin 

\e: 
4 (2)A: f D:·Spin(2) 

\e: 
5 (2)A: 
6 (2)A~ 

7 (2)A; 

sentations, which are of degree 8 or less, and which 
satisfy certain requirements. We will now enumerate 
the linear groups as candidates for global symmetries, 
but a detailed discussion of the inclusions is post­
poned to the next section. Likewise, the mathe­
matical details are to a large extent removed to the 
appendices. 

The way which we found the most convenient to 
approach the problem at hand, i.e. the enumeration 
of linear groups, is the following: We first enumerate 
the simple compact Lie groups and their repre­
sentations. Then we construct the Kronecker pro­
ducts of these representations; the resulting groups 
are semisimple. This exhausts the connected ir­
reducible linear groups, up to a phase (see below). 
Out of these irreducible groups, we construct the 
reducible groups, and then the non connected ones. 

It may seem that we are making a detour by 
bringing the abstract Lie groups into the picture, 
but this seems to be the only feasible approach. 
Moreover, the underlying group forms an integral 
part of the theory, and this detour will prove later 
to be very convenient. 

Before we go further, let us observe that a sym­
metry group as defined above is the Kronecker 
product of the circle group (e- ir

",) and of a group 
of unimodular matrices. (This decomposition was 
implied in Sec. 3.) In the case of a global symmetry, 
this corresponds to writing the strangeness S as 

S = (-N) + (S + N). (4.1) 

Here N is the baryonic charge. We see that, in the 
group of unimodular matrices, the strangeness group 
is in effect replaced by the hypercharge gauge group. 
Clearly, it is sufficient to examine only the groups 
of unimodular matrices, since the circle group can 

be adjoined whenever it is needed or desired. The 
circle group corresponds to the term (- N) in Eq. 
(4.1), and is of no consequence if just the octet of 
the baryons is considered. 

In case of partial global symmetries an analogous 
argument applies, but we may have to use a modified 
hypercharge. E.g., for the system N-A-~ we have 
to use S + iN, rather than S + N. We also see 
that special care is needed with the hypercharge 
when two partial symmetries are combined to form 
a global symmetry. It is with the hope of avoiding 
confusion here that we formulated our problem in 
terms of strangeness rather than hypercharge. 

In our tables of representations and symmetries 
we shall give only the unimodular groups, since a 
circle group can always be adjoined trivially. 

We now proceed to enumerate the compact Lie 
groups which consist of unimodular matrices. We 
start with the irreducible representations of the 
simple noncommutative groups. These (abstract) 
groups are given by the Cartan-Killing classifica­
tion 2 which is summarized in Appendix A. The ir-, 
reducible representations of these groups have been 
constructed by Wey1.3 (See also the Appendix to 
the work of Dynkin.12

) In particular, there is a 
simple formula for the degree of a representation. 
We shall not try to explain the results or the methods 
of Weyl in this paper, but we merely list the ir­
reducible representations of simple groups and of 
degree 8 or less in Tables ICa) and (b). 

We should make a few comments concerning these 
tables. In Table I(a) we refer to the rank of a group. 
The rank is the dimension of a maximal abelian 
subgroup, and determines how many conserved 
quantum numbers are implied. (See Sec. 7.) Next, 
for each of the rotation groups, except for S04 
which is not simple, there are listed one vector and 
one or two spinor representations. The group SU2 

has an irreducible representation of every degree, 
as is well known. The group SU3 is the only other 
group for which are listed representations of more 
than one degree: two of degree 3, two of degree 6, 
and one of degree 8. For the unitary unimodular 
groups SU .. , most of the representations occur in 
complex conjugate pairs if n ~ 3. 

The group SOs has three inequivalent irreducible 
representations of degree 8. One can construct them 
so that they will involve the same matrices, and we 
shall call the representations analogous, for lack of 
a better term. These representations are not merely 
isomorphic, as any two representations of a simple 

12 E. B. Dynkin, Am. Math. Soc. Trans!. Ser. 2, 6, 245 
(1957; published in Russian in 1952). 
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TABLE J(b). This table describes the types of the representations of Table I(a). The superscript as in A: or in B~pin shows the 
degree or the type of representation. The superscript (2) in (2)A! indicates that there are two inequivalent representations of 

the given degree, one the complex conjugate of the other. 

2 3 4 

A~ 

[Ail A~ 

a 

Degree 
5 

A~ 

6 

A~ 

7 

Ai 

8 

A~ 

A: 
m b 

Type of associated 
linear groups 

unitary unimodular 

representations of SUI 
(and of S03) 

representations of SUa 

proper orthogonal (or, 
vector representations) 

spinor (for Bn) 

D~pin(2) b semispinor (for Dn) 

symplectic 

automorphism group 
of uctonions 

• The group SO. is not simple; see Table II. 
b The group D. has three inequivalent but analogous representations of degree 8: tha vector representation and two spinor representations. (The laUer 

two are no' complex conjugates.) 

Lie group are isomorphic (at least locally). This 
situation in fact resembles that of the complex con­
jugate representations (2) A!, where the two repre­
sentations clearly have analogous properties. We 
shall therefore select only one of such analogous 
representations to be a candidate for a symmetry 
group. The chosen representations will be denoted 
simply by A! in case of SUn + l , and by D! in case 
of SOs. 

We next determine the linear groups which are 
irreducible, connected, and compact, and which 
consist of unimodular matrices. The basic tool here 
is the following lemma, which we establish in Ap­
pendices A and B. 

Lemma 4.1. Every linear Lie group G which is 
irreducible, connected, and compact, and which consists 
of unimodular matrices, is the Kronecker product of 
irreducible representations of simple (therefore con­
nected), compact, noncommutative Lie groups. 

We can now use Tables I(a) and (b) to construct 
the linear groups in question. These groups are 
given in Table II. We note that the factor repre­
sentations have to refer to different groups (which 
may be isomorphic), since otherwise the representa­
tion would reduce. 

Ordinarily we shall use primes to denote groups 
which are isomorphic but independent, as e.g. SU2 

and SU~. 
Let us now turn to the connected reducible groups 

of unimodular matrices. Such a group is necessarily 

of the form 

or R I (4.2) 

J 

where H, I, and J are irreducible, but not necessarily 
unimodular, and where R is a constant matrix. In 
other words, such a group might reduce with respect 
to some basis other than the usual one. The elements 
of one block, H, I, or J, may not vary independently 
of the elements of another block. The structure of 
such matrix groups is clarified by the following two 
lemmas (proved in Appendix B). 

Lemma 4.2. Write each block as the Kronecker pro­
duct of simple linear groups: l~, etc. If two of these 
factors, say l~ and li, are locally isomorphic, then there 
are two possibilities: The respective matrices may de-

TABLE II. Kronecker product groups. Primes indicate that 
the elements in the component groups vary independently. 

The group A~ (8) (AD2 is equivalent to SO,. 

Degree 
Rank 4 6 

2 A~ (8) (An' A~ (8) (AD3 
3 (2)(A~ (8) AD 

4 

8 

A~ (8) (AD' 

{A~ (8) (AO' ® (A~/)' 
A~ (8) B~pin 

(2)(A~ (8) An 
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TABLE III. Possibilities for the neutral components of irreducible nonconnected groups, for the case where this component 
breaks into two blocks. The group G* is the complex conjugate representation to G. (Therefore the elements of the two groups 

are not independent.) The factors e±ia are indicated if they are needed to make the blocks inequivalent. 

Form of the neutral component 

[Ge-
ia 

.] , [G G,]Q A" A" At, mo
,.) Ge,a 

Possibilities for G 

[Ge-
ia l [G ) Q, [G G,)Q 

(2)A:, (2)A: 
Ge,a G* 

fA; ® (Ai)2 e-ia 

A; ® (Ai)2 eia) , 

[Ai ® (Ai)2 

A; ® (Ai')2 )Q' 
[A; ® (Ai)2 

(An2 ® (Ai fl )2]Q 

Possibilities for Q: [E 1 lEe-ia 
] 

E)' Ee ia 

pend on the same or on an independent set of param­
eters. (In the first case the matrices represent elements of 
the same underlying group. In the second case we say 
that the matrices vary independently.) If two factors are 
not locally isomorphic, then their elements vary inde­
pendently. 

Lemma 4.3. Let a linear group G be given in one 
of the two forms of (4.2), and let G include the I-spin 
group and one of the strangenesslike groups as sub­
groups. Then G is equivalent to a group which reduces 
with respect to the usual basis (p, n, ... , :EC), and 
which also fulfills the inclusion requirements. 

Lemma 4.2 follows from the fact that we are 
dealing with simple groups. Lemma 4.3 is an easy 
consequence of the inequivalence of the blocks in 
(2.1). To appreciate this lemma, note the following. 
If we were to ignore strangeness, then we could 
construct symmetry groups which would define, e.g., 
two supermultiplets N'-A-'Z, and :e', where N' and 
:e' are linear combinations of Nand Z. Lemma 4.3 
states that this is no longer possible if strangeness is 
taken into account. 

For brevity we shall not enumerate here the re­
ducible groups. However, examples are given else­
where in this section, and in the next. 

Finally we come to the non connected groups. As 
we mentioned before, we are able to be systematic 
only with regard to their neutral components. We 
present a detailed discussion of the non connected 
groups in Appendix C, and we reach there the follow­
ing conclusion: The neutral component Ho can in­
clude the I-spin group as a subgroup only if Ho 
reduces to at most two blocks. If H 0 reduces to two 
blocks, then they must be of the same degree and 

must contain the same elements, up to equivalence, 
but they must not define equivalent representations 
of Ho. The foregoing discussion of the connected 
reducible groups can be applied here, and the 
possible forms of unimodular groups Ho which reduce 
into two blocks are shown in Table III. On the other 
hand, if Ho is irreducible, then the possible forms of 
Hoare already known to us. 

If Ho has two components, then we shall assume 
for definiteness that the nonconnected group is 
generated by Ho and by the matrix 

R2" = [0 (-I)"E,,]. 

E" 0 
(4.3) 

(Such an element sometimes has been improperly 
called a discrete element.) The factor (-1)" gives 
the following features: If n = 2, then we shall obtain 
for a partial global symmetry a group which is 
equivalent to SU2 @ O~. For n = 3, we preserve 
the unimodularity in the non connected group. If 
n = 4, then we shall obtain the global symmetry 
group Go introduced by Lee and Yang. l 

We also mention the possibility of generating 
nonconnected groups by a group Ho of unimodular 
matrices and by a scalar matrix (e 27ri

/
k where k is 

integral). This is an example of a reducible group, 
in which one or more components may be noncon­
nected. Other groups of this category are possible, 
and examples will be given in the next section. The 
construction of such groups presents no new diffi­
culties. In particular, Lemma 4.2 can be easily 
adapted to nonconnected groups. 
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5. GLOBAL AND PARTIAL GLOBAL SYMMETRIES 

In this section we will state which groups fulfill 
the requirements for a global or for a partial global 
symmetry, which requirements were formulated in 
Sees. 2 and 3. We also discuss the inclusions among 
the symmetry groups. 

The proofs concerning the inclusion of I-spin and 
of a strangeness-like group, and the proofs of other 
inclusion relations, are removed to Appendix D. 
On the other hand, the requirement that a symmetry 
group be unitary does not lead to complications, as 
the following lemma shows. 

Lemma 5.1. Let a compact linear group contain the 

TABLE IV. The inclusion of the I-spin group and of the hyper­
charge gauge group (perhaps modified) in the representations 

of Tables I(a) and (b). 

Degree and 
linear group 

deg. 2 A~ 

deg. 3 A~ 
A~ 

deg. 3 A~ 
A~ 

deg.4 A: 
B~piD 

A: 
deg.4 A: 

B~piD 

A: 
deg. 5 A~ 

B; 
A! 

deg. 5 A~ 
B; 
A! 

deg. 6 A~ 
A: 
n: 
C; 
A: 

deg. 7 A~ 
G~ 
B; 
A~ 

deg. 8 A~ 
A; 
B~piD 

D: 
C: 
A; 

Particles 

N ·';;' ,-

NA'E. 

JNA2: 
l'E.A2: 

Inclusion of 
I-spin Y or Y' both 

yes 

yes 
yes 

no 
yes 

no 
no 
yes 

no 
yes 
yes 

no 
no 
yes 

no 
yes 
yes 

no 
yes 
no 
no 
yes 

no 
yes 
yes 
yes 

no 
yes 
yes 
yes 
no 
yes 

no 
yes 

no 
yes 
yes 

no 
no 
yes 

no 
yes 
yes 

no 
no 
no 
no 
yes 

no 
yes 
yes 
yes 

no 
yes 
yes 
yes 
yes 
yes 

no 
yes 

no 
yes 
yes 

no 
no 
yes 

no 
yes 
yes 

no 
no 
no 
no 
yes 

no 
yes 
yes 
yes 

no 
yes 
yes 
yes 
no 
yes 

TABLE V. The inclusion of the I-spin group and of the hyper­
charge gauge group (perhaps modified) in the representations 

of Table II. 

Degree and 
linear group 

deg. 4 A~ @ (A02 

deg. 4 A~ @ (A02 

deg. 6 A~ @ (AOS 

A~ @A~ 
deg. 8 A~ @ (A04 

A~@(AD2@(A~')2 
A~ @B~piD 

Af@A: 

Par- Inclusion of 
ticles I-spin Y or Y' both 

2:A 

N'E. 

JNA2: 
lAA2: 

NA2:A 

yes 

yes 

no 
yes 

no 
no 
yes 
yes 

yes 

no 
yes 

yes 
yes 
yes 
yes 

yes 

no 
yes 

no 
no 
yes 
yes 

I -spin group and one of the strangeness-like groups 
as subgroups. Then there exists an equivalent group 
of unitary matrices which also contains these groups 
as subgroups. 

The existence of an equivalent group of unitary 
matrices is of course a well-known fact. But our 
assertion states more, and a simple proof is given 
in Appendix B. 

We now come to the inclusion relations. In Table 
IV we state whether each of the simple groups listed 
in Tables I(a) and (b) contains the I-spin group, 
the hypercharge (or modified hypercharge) gauge 
group, and both groups simultaneously. This is, 
of course, to be understood in the following sense: 
Is there a representation of the type in question for 
which the specified inclusions hold? We should point 
out that there may be a representation which in­
cludes the I-spin group, and an equivalent one which 
includes the hypercharge gauge group, but no equi­
valent representation which includes both groups 
simultaneously. Therefore the information in the 
last column is not an immediate consequence of the 
information in the two preceding columns. An ex­
ample which illustrates this point can be found in 
Appendix D. 

Table V is analogous to Table IV, but refers to the 
Kronecker products. 

We will now diverge from the order of the last 
section, and we will consider the nonconnected 
groups before the reducible ones. Table VI shows 
those nonconnected groups (called K, L, and M) 
which satisfy the inclusion requirements, and which 
are minimal. It would be very repetitious to give 
an analogue of Tables IV and V for the nonconnected 
groups, and such information could be easily derived. 
In particular, we are leaving out of discussion those 
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TABLE VI. The generators of the minimal nonconnected symmetry groups. 

Degree and Discrete 
particles Neutral component generator Notation 

deg.4- NZ 
[Aie-i a 

Afeia ] [:2 ;2] K 

[NH 
[ A~-ia 

(A~)3eia ] [:3 -;8] deg.6- L 
ZA2: 

deg. 8-N A2:Z 
[Af ® (AD2 

Af ® (A~')21 I:. ;,] M 

TABLE VII. Summary of the irreducible global and partial global symmetry groups. The circle groups are omitted, but they 
can be readily adjoined. 

Degree and particles 

2 3 4 

N 2: NA 2:A NZ 
Z ZA 

Af A: A~ A! B~pin 

A~ Af ® (AD2 A: 
Af ® (A~)2 

K 

nonconnected groups for which the connected com­
ponents are irreducible. 

The information of Tables IV -VI is summarized 
in Table VII, where we list the irreducible global 
and partial global symmetries. Table VIII shows the 
inclusions among the groups of Table VII. 

There remain the reducible global symmetries. 
Their forms are restricted by Lemmas 4.2 and 4.3. 
One simple way to construct such groups is to let 

TABLE VIII. Inclusions among the groups of Table VII. The 
inclusion of M in B~pin has not been proved or disproved. 

At 
I 
A,' 

A,' 

~\ j' 
K A,'e(A,')' 

At 
,1~ 
A,~ L 

5 6 7 8 

N2: NAZ NA'T. N2:Z NA2:Z 
Z2: ZA2: 

A! B; A: G~ A: 
A: Af®A; B; B~pln 

L A~ D: 
A; 

A: ® B~piD 
A:®A: 

M 

one partial global symmetry act on some of the 
baryons, and to let another act independently on 
the remaining baryons. The following examples illu­
strate this construction: 

B; acts on the N-A-'Z system, 

A~ acts on the ~'s; (5.la) 

L acts on the N-A-~ system, 

A~ acts on the 'Z's. (5.lb) 

One must adjoin the circle group to the unimodular 
groups appropriately, in order that the strangeness 
group, or the hypercharge gauge group, be included. 
This is needed, in partiCUlar, in the second example. 

More interesting examples arise if the groups which 
act on different supermultiplets are not independent. 
One well-known example of this is the doublet ap­
proximation group GDA • We define this group in 
Table IX, where the other groups of this kind are 
also listed. It is easy to check that no other groups 
of this kind are possible. 
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TABLE IX. The reducible global symmetry groups which do not contain independent blocks. 

Reference 
Symmetry groups bases 

A~ A~ <8> (A~)2 

[~l ODA = A~ OHR = A~ 

A~<8>(AD' 1 

A~<8>O; 

KDA = 
[ A~<8>O; 

A~<8>(AD21' K= A: m 
1 

Mo -= 
l A~ <8> (AD' 

A~ <8> (A?)'] [~l 
J .. = 

[ A~e-3ia 

A~ <8> A:eiJ 
I N = 

Ha = 2 [0
7 

J HB = [m J 
In Table X we show the inclusions for the global 

symmetry groups, including the reducible groups 
which are displayed in Table IX. Weare not in­
cluding the groups which have independent blocks, 
because these groups are too numerous to make such 
a table interesting. 

In Table XI we define two new symmetry groups 
K' and K~A' and we compare the inclusions for these 
groups with the inclusions for K and for K DA • This 
comparison shows how sensitive these inclusions are 
to the detailed structure of the discrete generators 
in nonconnected groups. 

Let us now comment briefly on the symmetry 
groups. Table VII lists seven irreducible global sym-

T A.BLE X. Inclusions among the global symmetry groups, 
which do not contain independent blocks. 

[A~ <8> A~e-i" 

A~e3ia ) ill 
HA [A~ J [~l 

metries, of which four are simple groups, two are 
Kronecker products, and one is nonconnected. We 
recall that one can construct other groups of the 
last category. Next, we see from Table VIII that 
there are three minimal global symmetries, A~, M, 
and B~PiD. The group A~ involves 8 parameters, and 
is the basis of Gell-Mann's eightfold way13 and of 
the work of Ne'eman.14 The group M involves 9 
parameters and is nonconnected. It was discussed 
by Lee and Yang/who called it Go. The group 
B~l>in involves 21 parameters, and has been discussed 
by Tiomno15 and others.16 .17 Further, the group 
Ai ® A~, which is not minimal, corresponds to the 
global symmetry of Gell-Mann.' The remaining 
groups, A; ® mpiD

, D~, and A~, apparently have 
not been considered before in the context of global 
symmetry. 

In Table IX, there are three reducible global 
symmetries which do not include other symmetries 
as subgroups, namely K, GHR , and GDA • [We do not 
consider here (I-spin) X (hypercharge gauge) as a 

13 M. Gell-Mann, Phys. Rev. 125, 1067 (1962), and Caltech 
Rept. CTSL-20 (1961). 

14 Y. Ne'eman, Nucl. Phys. 26, 222 (1961). 
16 J. Tiomno, Nuovo Cimento 6, 69 (1957). 
16 G. Feinberg and F. Giirsey, Phys. Rev. 114, 1153 (1959). 
17 R. E. Behrends and A. Sirlin, Phys. Rev. 121,324 (1961). 
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TABLE XI. Definition of the groups K', K', and KDA', and a 
comparison of inclusions for K' and K DA ' with those for K 

and K DA'. 

DeflniHonofOt«lpS 

"-""on Notation -,-""-
I~·"".~ (O-E) 
I' A, •• E 0 

K'(A,l R'. (IAJ ) K '~K~'cIAr At I I DA Ai I 

InduIionRelatIOftf 

It M\. /, 
I .......... l K~G .. 

I k' G.,. K G .. 

global symmetry.] The group K, which can be ap­
propriately called hypercharge reflection, involves 
four parameters and is nonconnected. This group is 
related to the group K' of Table XI, and the latter 
was discussed by Feinberg and Behrends.1s The 
group GHR , which has been called the hypercharge 
rotation group, has been discussed by Salam and 
Polkinghorne,19 Schwinger,20 and others. (We re­
mark, however, that the use of the term hypercharge 
rotation group has not been consistent.) The group 
GDA , the doublet approximation, has been discussed 
by Pais.21 Of the other groups in Table IX, the 
group Mo is the neutral component of M, and has 
been discussed by Souriau and Kastler.22 The group 
H G has been discussed by Behrends and Sirlin.17 The 
remaining groups, it seems, have not been mentioned 
explicitly in the previous studies. 

The foregoing list of references is by no means 
complete. In particular, various other attempts were 
made to understand the structure of elementary 
particle symmetries in terms of the group O~ and 
its subgroups (e.g. reference 5). We also mention 
that some of the groups that we encountered have 
been utilized for global symmetry from a different 
point of view. An example is the group SU3 , or A 2 , 

which is the basis of the models of Sakata23 and of 
Thirring.24 Models based on representations of B2 
have been constructed by Salam and Ward25 and 
by Behrends et al. 8 

18 O. Feinberg and R. E. Behrends, Phys. Rev. 115, 745 
(1959). 

19 A. Salam and J. C. Polkinghorne, Nuovo Cimento 2, 
685 (1955) . 

• 0 J. Schwinger, Ann. Phys. N. Y. 2, 407 (1957). 
21 A. Pais, Phys. Rev. HO, 574 (1958). 
22 J. M. Souriau and D. Kastler, Conference internationale 

d' Aix-en-Provence sur les particules elementaires, 1961; Vol. I, 
p.169. 

23 S. Sakata, Progr. Theoret. Phys. (Kyoto) 16, 686 (1956). 
24 W. E. Thirring, Nuc!. Phys. 10,97, and 14, 565 (1959). 
26 A. Salam and J. C. Ward, Nuovo Cimento 20, 1228 

(1961). 

6. ANTIBARYONS AND MESONS 

We will now extend the symmetries, which were 
enumerated in the last section, to the antibaryons 
and to the mesons. We recall that these extensions 
ordinarily require representations of the underlying 
group other than the representation adopted for the 
baryons, and therefore the distinction between a 
group and its representations is particularly signifi­
cant here. 

In this section it will be important to distinguish 
between the classes of representations. These classes, 
orthogonal, symplectic, and complex, are defined 
and discussed in Appendix B. We remark that this 
classification is also fundamental in the proofs of 
the inclusion relations, which were stated in the 
previous section. However, there we were able to 
present the results easily without referring to this 
classification. 

Let us first consider the antibaryons. Their sym­
metry is defined by the relation (3.1a): 

DB@ DB ~ DB. 

We conclude that (see Appendix B), 

DB = D~. (6.1) 

Next we turn to the mesons. We assume that here 
the symmetries satisfy the relation (3.1b): 

DB @ DB @ D M ~ DB, 

or equivalently, 

DlJ@ DB ~ D~. 

One possibility is, in view of (3.1a), 

DM = DB. 

(6.2) 

(6.3) 

This gives one meson, which will be called globo­
scalar. The other possibilities are of course the more 
interesting ones, and the case (6.3) will be largely 
ignored from now on. 

To obtain the other possibilities for meson 
schemes, we have to reduce the Kronecker product 
D~ @ DB' This product is an irreducible representa­
tion. The reduction into irreducible components may 
therefore yield, besides orthogonal representations, 
also complex representations in complex conjugate 
pairs, and symplectic representations in pairs of 
equivalent representations. Let us illustrate such 
reductions, before discussing the significance of the 
classes of representations for meson schemes. 

We will consider the symmetry group D!i we may 
suppose that this is D:. This representation is of 
course orthogonal, and the same holds for any sub-
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group of D~. Consider first the I -spin group. Then the 
blocks acting on ~ and on A form orthogonal repre­
sentations, while the two blocks which act on N 
and on Z form a pair of equivalent symplectic rep­
resentations. If we take the hypercharge gauge 
group, then the action on N and on Z gives complex 
conjugate pairs of representations. (This argument 
also shows that a global symmetry group cannot be 
symplectic.) 

Let us return to the mesons. It turns out that the 
reduction of the products D~ @ DB into irreducible 
components yields mostly orthogonal representa­
tions. If we associate the mesons with an orthogonal 
representation, then one can introduce Hermitian 
fields by taking suitable linear combinations, and 
the supermultiplet contains, for each meson, its 
antiparticle (see Sec. 7). This is familiar for the pion 
triplet. On the other hand, in the complex or in the 
symplectic case, one can no longer use Hermitian 
fields. 

The pairs of complex conjugate representations 
for mesons cannot be excluded, however. An ex­
ample is given by the groups Aie"'i</> acting on the 
K-meson doublets, if there are no higher sym­
metries. In this case, charge conjugation interchanges 
the mesons in the two complex conjugate representa­
tions. It is easy to see that in the case of other com­
plex representations, the effect of charge conjugation 
would be analogous. We conclude that if charge 
conjugation is to be defined, then both representa­
tions of a complex conjugate pair, or none, must be 
used in a theory. 

The last possibility is a symplectic representation 
for mesons. In this case there seems to be no com­
pelling reason to utilize both of the equivalent 
symplectic representations that occur in the product 
D~ @ DB. One can also say that there seems to be 
no way by which the two supermultiplets of mesons 
could be distinguished. However, this possibility 
arises for only one symmetry, which is rather 
artificial. 

We will now give a few examples of meson sym­
metries. For decomposition of Kronecker products 
we refer to Appendix B. 

(a) For the symmetry B~pin we have the following 
decomposition: 

B~pin @ B~pin ~ B: EEl B; EEl Bit EEl B~". 

The representations on the right-hand side (r.h.s.) 
are all orthogonal. This symmetry allows systems of 
7, 21, or 35 mesons, besides a globo-scalar. 

(b) For the symmetry A~ we have a more varied 
behavior: 

A~ @ A~ ~ A: EB A~a EB A~' EB A~o EB A~o* EB A22: 

The two representations A;o and A;o are complex 
conjugates, and the other representations are all 
orthogonal. We may have systems of 8, 20, or 27 
mesons. A system of 8 mesons may be coupled to 
the baryons in two linearly independent ways. The 
antisymmetric and the symmetric couplings, which 
we indicated, are the most natural, but linear com­
binations of these are also allowed. 

(c) The symmetry Ai @ B~pin is typical of 
Kronecker products: 

[Ai @ B:vin] @ [Ai @ B~Pin] ~ DE EB A~ 
EB B; EB B;o EB (A: @ B;) EB (A~ @ B;~. 

One can easily show (see also Sec. 7) that the 
representation A~ gives a triplet of mesons with 
strangeness S = 0, i.e. the pions. For mesons with 
S ~ ° we have to select one of the other representa­
tions. All of these representations are orthogonal. 

(d) For the group M see reference 1. Here a 
number of systems of mesons are possible, and we 
may easily find representations which, when taken 
together, describe the usual seven mesons. 

(e) For a reducible symmetry, as e.g. H G, we 
may proceed in a similar way: 

[G; EB G~] @ [G; EB G~] 
~ 2G: EB 3G; EB G~4 EB G;7. 

Let B' denote the seven baryons other than A. 
Then, we must have 7 mesons for the B'-A coupling, 
and for the B'-B' coupling we may have systems 
of 7, 14, or 27 mesons. Here a globo-scalar meson 
could provide a direct B'-B' coupling, and also a 
direct A-A coupling. 

(f) Let us now consider an example of independent 
blocks. Let A~ act on the ~'s and let B; act on the 
N-A-Z system. Then 

[At EB B;] @ [A~ EB B;] 

~ 2DE EB A: EB Af EB B~o EB B~4 EB 2(A~ @ B;). 

There is only one possibility for mesons which would 
couple the ~'s to the N-A-Z system, namely the 
last-mentioned representation, which specifies 15 
mesons. 

(g) Let us consider independent blocks again, 
with Ai @ (An 2 acting on the ~-A system, and 
B~pin, on the N-Z system. In this case the mesons 
which would couple the two systems would have to 
belong to the representation [A~ @ (A02] @ B~pin. 
This is the only example of a symplectic representa­
tion for mesons. 
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TABLE XII. The minimal number of mesons required by each 
symmetry group which does not contain indepe~dent bloc~. 
A sum indicates two or three meson supermuitiplets, WhICh 
would couple different pairs of baryons. [Cf. example (c).] 
In the case of groups in the column headed by GDA, one could 
also construct various schemes involving less than seven 

mesons. 

Number Number Number 
of of of 

Group mesons Group mesons Group mesons 

A: 8 Ha 7 

GD] B~I>in 7 H8 7 +21 GHR 

D! 28 HA 14 +48 K 
3+4 

A; 63 Joe 3+6+8 KDA 
A~®B~I>in 3+5 I N 3+6+8 Mo 
A~®A: 3 + 15 M 

Table XII shows the minimal number of mesons 
that each global symmetry group specifies, for 
groups which do not contain independent blocks. 
We note again that the I-spin and the strangeness 
of these mesons are completely determined. 

We conclude this section with a few remarks. 
(1) As an alternative to deriving the relation 

Ds = D~ as we did, one can consider the baryons 
and the antibaryons as independent particles, and 
the possible symmetries of the 16 particles can be 
examined by modifying our approach. This point 
of view is indicated in the work of Lee and Yang. l 

We also note that continuous groups which include 
charge conjugation were constructed from another 
point of view by Pauli,26 and were further discussed 
by others.27 .28 

(2) In the case of complex representations for 
the mesons, one can satisfy group invariance without 
allowing antiparticles, by using only one representa­
tion of the complex conjugate pair. Models of local 
relativistic field theory without antiparticles have in 
fact been constructed, but an extensive use of in­
definite metric was required.29 

(3) If the baryon and the meson symmetries are 
irreducible, then there is only one coupling constant 
for the system. Otherwise more coupling constants 
are possible, depending on the supermultiplet 
structure. 

(4) In some schemes a large number of mesons is 
specified. There the mesons do not, as a rule, split 
into few isomultiplets with large I TI, but, rather, 

26 w. Pauli, Nuovo Cimento 6,204 (1957). 
27 F. Giirsey, Nuovo Cimento 7, 411 (1958). 
28 N. Kemmer, J. C. Polkinghorne, and D. L. Pursey, 

Rept. Progr. Phys. 22, 390 (1959). 
U M. Giinther, Phys. Rev. 125, 1061 (1962). 

into many isomultiplets. These are distinguished by 
the strangeness and by some new quantum numbers. 
(See Sec. 7.) 

(5) The last remark concerns the Yang-Mills 
fields,6.30 or the vector mesons. A general procedure 
of incorporating such fields was worked out by 
Utiyama.31 It is seen that they are associated with 
the adjoint representation Dad of the underlying 
symmetry group.32 (See Appendix B.) While the 
coupling to the vector mesons is not of the Yukawa 
type, our assumption (3.1b) still applies, and the 
vector mesons can be coupled to the baryons if 

D~ ® DB ;2 Dad. 

This relation is indeed valid for all connected sym­
metry groups mentioned in this paper. The work of 
Utiyama shows that the foregoing relation should 
be rather general. 

7. QUANTUM NUMBERS AND INVARIANT 
AMPLITUDES 

The concept of global symmetry refers primarily 
to interacting systems, and we will now discuss some 
consequences of the schemes. While the consequences 
can be tested by experiments in principle, one should 
not forget that such tests would be subject to all 
limitations and ambiguities of global symmetry. 
(See also the next section.) Our aim here is to show 
the physical interpretation of the schemes by dis­
cussing some direct consequences, and therefore we 
do not attempt to give an exhaustive tabulation. 

Throughout this section we will denote the 
generators which correspond to the third component 
of I-spin and to the hypercharge gauge group by T3 
and by Y, respectively. 

In the study of representations of simple Lie 
algebras and Lie groups, a basic concept is that of a 
weight vector; this is a simultaneous eigenvector 
of a maximal commuting set of operators. In Ap­
pendix B we explain this concept in a little more 
detail, and we prove the following lemma. This 
lemma depends on the fact that, except for ~o and 
A, there is no degeneracy of eigenvalues when T3 
and Yare considered simultaneously. 

Lemma 7.1. Let a symmetry group, or its Lie 
algebra, be given. Then one can choose a maximal com­
mutative subgroup, or subalgebra, in such a way, 
that each baryon (except as we note) is a weight vector. 
An exception to this may occur if ~o and A both appear 

30 C. N. Yang and R. L. Mills, Phys. Rev. 96, 191 (1954). 
31 R. Utiyama, Phys. Rev. 101, 1597 (1956). 
32 s. L. Glashow and M. Gell-Mann, Ann. Phys. N. Y. 

15,437 (1961). 
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in the same supermultiplet. In this case two of the 
weight vectors may be linear combinations of ~o and A. 

This lemma is illustrated in Fig. 1, in which we 
relate the baryons with the eigenvalues of the com­
muting elements, for three representations. The 
lemma now states the following. Let us consider 
three representations, which are equivalent to those 
which we first assumed, and which still satisfy the 
inclusion requirements. The arrangement of eigen­
values of the baryons would then remain essentially 
unchanged. E.g., for the group B;, the new sym­
metry could not have a nonzero generator which 
would yield zero eigenvalue for each baryon. This 
conclusion is not obvious a priori, since we refer the 
new representation to the original basis vectors, 
rather than to a new set. The configurations, such as 
in Fig. 1, are determined by the representation alone, 
and can be readily constructed for the familiar 
representations. We remark that Wigner33 was one 
of the first to make extensive use of such diagrams. 

Lemma 7.1 can therefore be thought of as a 
uniqueness lemma. In the sequel we shall assume 
such diagrams when convenient, and we shall ex­
ploit their properties, especially their symmetries 
and the implied assignments of eigenvalues. 

Our justification for the assumption (5) of Sec. 3 
consists largely of the foregoing lemma. We may add 
that this lemma, like Lemma 4.3, would not be 
valid, if we were to ignore the hypercharge (or 
strangeness) . 

The case of meson symmetries is analogous. As 
with the baryons, a representation completely de­
termines the isomultiplet structure and other 
quantum numbers. We illustrate this in Fig. 2 for 
the baryonic symmetry A:, i.e., we show the fa-

r<. / 
a- SO 4' "1./; 

"'- "" 
L 

(Gi) (8;) 

FIG. 1. Weight diagrams for G;, B;, and B~piD, together 
with the assignments of the baryons. The directions of '1'3 
and of Y are implied by each diagram. In each of the latter 
two diagrams, '1'3 is skew to the figure. The linear combi­
nations 2:0' and 2:0" may be identified with the baryons 
Y and Z. 

33 E. Wigner, Phys. Rev. 51, 106 (1937). 

Fig. 2. Weight diagrams showing the decomposition of the 
product A; (8) A;. ABBignments of the baryons, of the anti­
baryons, and of the mesons are shown. The meson '/r'" must 
be pseudoscalar and isoscalar. The diagrams without aBSign­
menta provide other possibilities for meson schemes. 

miliar decomposition of A~ @ A~. One could easily 
carry out an analysis of this kind for any of the 
other symmetry groups, and our assertions in 
Sec. 6 about the quantum numbers for the mesons 
could be verified. We shall not do this, however. 

Let us now turn to the various types of conse­
quences of the symmetry schemes. 

Commuting group generators 

The Lie algebra of a symmetry group always con­
tains iTa and iY. These two operators are diagonal 
with respect to the baryons, and this implies the 
familiar 'conservation laws, or selection rules. How­
ever, the symmetry groups, which are of rank 3 or 
higher, have other linearly independent generators 
which commute with Ta and with Y. These other 
generators are diagonal with respect to the baryons 
(or almost diagonal, cf. Lemma 7.1), and this leads 
to additional observables, and additional selection 
rules. Let us give two examples. 

For the first example we will take the reducible 
symmetry H B' This corresponds to the group B;, 
with A, a globo-scalar that can be ignored. The 
weight diagram for B; is shown in Fig. 1. Besides 
Ta and Y we have a third observable. We may 
choose, e.g., a quantity X which is measured in this 
diagram along an axis parallel to the n-p edge. 
Then 

X lJ =X:;.=+l, 

Xn = X:;- = -1, 

X2;+ = X2;' = X2;- = O. 

Therefore the process ;gO + P -+ ~+ + ~o is for­
bidden, since 1 + 1 ~ 0 + O. 

For the second example (a rather unphysical one) 
we take the group SUa = A~ as the symmetry group 
for the ~'s. This could be, e.g., an independent 
block in a reducible symmetry. The group A! has 
rank 2, and there exists besides Ta a second ob­
servable, and a new selection rule. The process 
~+ + ~- -+ ~o + ~o is now forbidden. 
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In the case of B~pin the weight vectors correspond 
to the baryons Y and Z rather than to 2;0 and A, 
and the foregoing analysis is not immediately ap­
plicable. However, new selection rules appear when 
the mesons are considered, as was shown by Pais.21 

This argument of Pais, we may add, has sometimes 
been interpreted as proving the nonexistence of 
symmetries higher than (I-spin) X (hypercharge 
gauge). We should like to point out that Pais' argu­
ment establishes contradiction with experiment for 
symmetries of rank 3 or higher, but not for those 
of rank 2. There are four groups in our list, namely 
A~, H a, GHR , and K, to which this argument does 
not apply. 

Symmetry Properties of Weight Diagrams 

These properties lead to some immediate conse­
sequences. For example, the symmetry of the 
diagram for G; (Fig. 1), implies the following: 

0-(2;+ + n ~ p + 2;0) = o-(Z- + n ~ 2;- + 2;0). 

This equality can be contrasted with the following 
for the group A~: 

0-(2;+ + n ~ p + 2;0) = o-(Z- + n ~ 2;- + 2;0,), 

where 2;0' is a linear combination of 2;0 and A. 
These considerations also suggest branching ratios, 
which may be more useful than the absolute cross 
sections, in testing a theory. For instance, the group 
A~ implies the relation 

0-(2;+ + n ~ 2;+ + n) O'(Z- + n ~ Z- + n) 
0'(2;+ + n ~ p + 2;0) = o-(Z + n ~ 2; + 2;0')' 

The symmetries that are displayed by the weight 
diagrams, are roughly in the same relation to the 
invariance under the whole group, as charge sym­
metry is to charge independence. Various attempts 
were made to exploit these symmetry properties 
in applications of global symmetry.34.35 

Invariant Amplitudes 

A general procedure to study the invariance under 
a symmetry group depends on decomposing the 
various reaction amplitudes into sums of invariant 
amplitudes. In particular, the two foregoing types 
of consequences can be deduced in this way as 
special cases. For definiteness let us consider the 
reaction 

M L. Radicati and S. Speiser, Nuovo Cimento 24, 386 
(1962). 

35 C. A. Levinson, H. J. Lipkin, and S. Meshkov, Nuovo 
Cimento 23, 236 (1962). 

where all of the baryons are associated with the 
representation D. Invariance under the symmetry 
group then implies that the invariant amplitudes 
are associated with the identity blocks in the 
Kronecker product 

D*(8)D* (8)D(8)D. 

If the representations D; in the decomposition of 
D (8) D should be pairwise inequivalent, then each 
representation Di gives DB once, namely, when 
combined with D i* (see Appendix B), and therefore 
defines one invariant amplitude for the process in 
question. (For further details see reference 8 and 
the work of Freund et al.36

) 

The decompositions for some of the global sym­
metries are as follows: 

for 

for 

for 

D!, 
A~, 

:I = a,T, + a7T7 + a2,T2, + a3ST3S, 

:I = a,T, + a2sT28 + a35T35, 

:I = a28T28 + a36T36 • 

The invariant amplitudes T j depend only on the 
kinematical invariants of the process. The numbers 
a j are related to the Clebsch-Gordan coefficients for 
the group in question, and are determined by the 
baryons, as Lemma 7.1 shows. The subscripts in 
aj and T j refer to the dimension of the corresponding 
irreducible representation D' in D (8) D. 

The foregoing examples show that, as a rule, 
when the symmetry is increased, then some of the 
invariant amplitudes combine, and the number of 
independent invariant amplitudes is decreased. 

Resonances 

The foregoing analysis can be readily applied to 
the study of resonances. If a resonance is present, 
then it must be associated with one of the invariant 
amplitudes, and therefore it should be also observed 
in some other process as well. This approach to 
resonances is discussed further in references 1 and 8. 

Casimir and Racah Operators 

The invariance under the I-spin group implies 
not only the conservation of Ta but also of T2, as 
is well known. In case of other Lie groups, one can 
construct analogous operators, the Casimir and the 
Racah operators. (See Appendix B.) In this way one 
can define a set of conserved quantum numbers. 
Two examples are given to show how this relates 
to the other consequences. We note that the Casimir 

36 P. G. O. Freund, A. Morales, H. Ruegg, and D. Speiser, 
Nuovo Cimento 25, 307 (1962). 
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and the Racah operators can be used for the sym­
metry group, or for any of its subgroups. 

For the first example let us consider the symmetry 
(5.la), where B; acts on the N-A-Z system, and 
A a acts independently on the 2;'s. We may define 
T~ with reference to the group A~ only, and then 
T2: gives zero for the N-A-Z system. Similarly, 
there exists a Casimir operator T NAZ , which gives 
zero on the 2;'s. We conclude that the following 
processes are forbidden: 

Z- + p - 2;0 + A, 

2;+ + 2;0 _ A + 2;+. 

In these two processes, the quantum numbers which 
correspond to commuting group generators are con­
served. One could also use the invariant amplitudes 
to show that these processes are forbidden, but the 
foregoing argument is much simpler. 

For the second example let us consider the A~ 
symmetry and the 20 mesons which correspond to 
the representations A~o and A~o.; i.e., we have 10 
charge-conjugate pairs. The isomultiplet structure 
shows that we have a meson (To and its charge con­
jugate i/, both with Ta = 0, Y = 0, and \ T\ = 1. 
The second-order Casimir operator for A2 also 
gives equal values for (To and ijo. However, there is 
a third-order Racah operator for A 2 , and this operator 
gives different values for the two mesons (To and ijo. 

Therefore the transition (To ~ ijo is forbidden. Of 
course, this is also expected from other considera­
tions. 

N onconnected Groups 

The consequences which are peculiar to noncon­
nected groups can be understood most easily with 
the help of an example, and we therefore note 
reference 1, where the group M is discussed. Here 
we only make three comments: (a) The quantum 
numbers which are associated with the discrete 
generators are multiplicative, rather than additive. 
(b) The decomposition into invariant amplitudes is 
in no way restricted to connected groups, and applies 
to nonconnected groups equally well. (c) Conse­
quences which depend on properties of the Lie 
algebra clearly are not affected, if the connected 
group is enlarged with the help of discrete generators. 

8. A FEW FINAL REMARKS 

We can summarize our results as follows: We have 
presented all possible connected symmetry groups 
and a few nonconnected symmetry groups. We also 
showed how the symmetries should be extended to 

the antibaryons, and how they can be extended to 
the mesons. Finally, we discussed some direct conse­
quences of the symmetry groups. Our work was 
based on the general and on the specific assumptions 
which we listed in Secs. 2 and 3. We should now like 
to make a few concluding remarks. 

(1 ) We have considered global symmetry as 
referring primarily to interacting particles. We can­
not, of course, escape the ambiguities which arise 
when we take mass differences into account. Still, 
one may hope that the consequences, which we 
examined in Sec. 7, can be subjected to some mean­
ingful tests. This problem has been discussed ex­
tensively by various authors, and therefore we con­
fine ourselves to four comments. 

(a) The predictions of global symmetry may be 
valid in the limit of very high energies. The most 
sensitive test of the symmetries would then de­
pend on the invariant amplitudes. 

(b) It may be possible to remove these ambigui­
ties, at least partially, by comparing branching 
ratios rather than the absolute cross sections. 

(c) Qualitative tests of global symmetry may 
be more successful than the quantitative ones, and 
the resonances immediately suggest themselves. 
In particular, Lee and Yang mention the excited 
y* state37 as one of the motivations of their paper. 

(d) Future theories may teach us more about 
the bare particle masses and bare coupling con­
stants. An investigation in this direction was re­
cently attempted by Gell-Mann and Zachariasen.38 

(2) The concept of global symmetry may be more 
useful in the study of electromagnetic and weak 
interactions than for strong interactions. The rele­
vance to weak interactions has been discussed by 
many authors, and especially by Pais.39 The rele­
vance to electromagnetic interactions, in particular 
to the electromagnetic structure of the baryons, has 
also been considered (e.g. in references 18 and 35). 

(3) If our framework of eight baryons is a definite 
one, then we may say that the groups A~ and H G 

are the most attractive possibilities. These groups 
provide a maximum of formal unification, and re­
quire a minimum of new assumptions. For example, 
we do not have the trouble with additional selection 
rules, and the resulting meson schemes are reasonably 
satisfactory. On the other hand, while the groups 
GHR and K likewise do not imply additional selec-

37 M. Alston L. W. Alvarez, P. Eberhard, M. L. Good, 
W. Graziano, H. K. Ticho, and S. G. Wojcicki, Phys. Rev. 
Letters 5, 520 (1960). 

38 M. Gell-Mann and F. Zachariasen, Phys. Rev. 123, 
1065 (1961). 

39 A. Pais, Rev. Mod. Phys. 33, 493 (1961). and references 
given there. 
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tion rules, these two groups are rather trivial ex­
tensions of the group (I-spin) X (hypercharge 
gauge). (One other somewhat attractive possibility 
is the group B~o, which presupposes 10 baryons. S

) 

(4) Since global symmetry in the usual forms is 
not valid, various interactions were suggested to 
explain the observed deviations from the postUlated 
symmetry schemes. We refer to the papers mentioned 
in Sec. 5 for examples, and we confine ourselves here 
to one comment, which is particularly relevant from 
our point of view. An examination of our global 
symmetry groups shows that many of them exhibit 
a complete symmetry between Nand Z. In fact, 
the only exceptions are J N, J A, and the symmetries 
which contain independent blocks. However, these 
exceptions require a conservation law for the 
nucleons and also for the cascades, and so cannot 
be considered satisfactory. It seems therefore diffi­
cult to incorporate the N-Z asymetry into a global 
symmetry scheme in a natural way. 

(5) A basic question in the study of symmetry 
is the following: How is a symmetry group to be 
understood, if it should be found experimentally? 
We will make only a brief comment here. If in the 
framework of a dynamical theory one wants to 
derive symmetries, it seems that one should try to 
derive the underlying group, rather than specific 
representations. This is suggested especially by Secs. 
6 and 7. It is suggested also by the recent studies of 
the vector mesons, and, one can say, by the aim for 
generality and universality in physical theories. 
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APPENDIX A. SOME PROPERTIES OF LIE GROUPS 

In this appendix we summarize some of the 
properties of Lie groups. We do not attempt to 

attain full generality in our discussion, and in 
various places we emphasize the intuitive idea, rather 
than the complete rigor. For a detailed presentation 
of the theory we refer to the texts of Chevalley,·o.41 
Pontriagin/o Weyl/2 and Wigner.43 

This appendix deals with abstract groups. The fol­
lowing appendix is devoted to group representations. 

1. Concept of a Lie group. A Lie group is, roughly 
speaking, a parameter group, in which the group 
operations define differentiable functions of the 
parameters. To a Lie group one can therefore asso­
ciate topological, differential, and algebraic proper­
ties. We shall consider these properties in turn. 

2. Topological properties. Some of the useful topo­
logical concepts are compactness, connectedness, 
connectivity, dimension, and invariant integration. 
For definitions of these concepts and their funda­
mental properties we refer to the book of Pontri­
agin.10 One should not confuse connectedness with 
connectivity. Connectedness is referred to when we 
ask, whether a given set is connected, and connec­
tivity, when we ask whether it is simply connected. 

3. Differential properties. The most important of 
the differential properties is the existence of a Lie 
algebra. This is the space (a linear space) of the 
infinitesimal generators of the group. One may say 
that the Lie algebra serves to investigate a Lie 
group in a similar way as the derivative serves to 
investigate a function. The Lie algebra admits a 
bracket operation, which is anticommutative, and 
which satisfies the Jacobi identity, i.e., which is 
analogous to the commutator bracket. A Lie group 
defines a unique Lie algebra. Similarly, a Lie algebra 
defines a unique Lie group (up to isomorphism) if 
we require that the group be connected and simply 
connected, or if we impose other suitable restrictions. 

Two Lie groups which have isomorphic Lie 
algebras but are not necessarily isomorphic, are said 
to be locally isomorphic. A well known example of 
such Lie groups is given by SU2 and S03 (the 
2 X 2 unitary unimodular group and the 3 X 3 
proper orthogonal group, respectively). 

4. Algebraic properties. Group-theoretic concepts 
include direct products, subgroups, invariant sub­
groups, etc. In the case of a Lie group, such proper­
ties have their analogues in the Lie algebra, and this 

40 C. qhevalley, Theory of Lie groups (Princeton University 
Press, Prmceton, New Jersey, 1946), Vol. I. 

41 C. Chevalley, Theorie des groupes de Lie (Hermann & 
Cie., Paris, 1951 and 1955) Vol. II and III. 

.. H. Wey!, The classical groups (Princeton University 
Press, Princet.on, New Jersey, 1946), 2nd Ed. 

43 E. P. Wlgner, Group Theory and its Applications to the 
Quantum Mechanics of Atomic Spectra (Academic Press Inc 
New York, 1959). ., 
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greatly simplifies the study of structure of, Lie 
groups. 

The concept of a simple group is fundamental. 
We remark here that in discussing Lie groups, the 
definition of a simple group differs from the one used 
otherwise in group theory. We say that a Lie group 
is simple, if it has no proper invariant subgroups 
which are Lie groups (but it may have invariant 
discrete subgroups). This definition leads to a cor­
respondence between simple Lie groups and simple 
Lie algebras. 

In the sequel we shall refer to the following two 
lemmas (see Chevalley,40 p. 35, and Pontriagin,lO 
p.77). 

Lemma. In a Lie group, the connected component 
of the identity is an invariant subgroup. 

We refer to the connected component of the 
identity as the neutral component. The foregoing 
lemma implies, in particular, that a simple Lie 
group is necessarily connected. 

Lemma. In a connected Lie group, every discrete 
invariant subgroup is central. 

5. The classical groups. These groups are the best 
known examples of Lie groupS.40.42 The following 
are some of the classical groups. All of these but 
the first-mentioned are compact. The subscript n 
refers to n X n matrices. 

GL,,(C)-the full linear group over the complexes, 
Un-the unitary group, 

SUn-the unitary unimodular group, 
SOn-the proper orthogonal group, 
0: -the orthogonal group including 

reflections, 
SPn-the unitary restricted symplectic group, 

provided n is even. 

The symplectic groups are perhaps the least 
familiar of these. The group Spn leaves invariant a 
non degenerate skew-symmetric bilinear form; such 
a form can exist only in a space of even dimension. 
One can define Sp" explicitly as the group of n X n 
unitary matrices which satisfy 

ATJA = J, 

where JT = -J, J2 = E. The two following choices 
(or representations) for J are commonly used: 

J= 

One can also say that Spn is associated with rotations 
in a quarterionic space of dimension !n, in much the 
same way as Un and SO" are associated with rota­
tions in complex and in real spaces, respectively. 

6. Commutative subgroups and subalgebras, and 
rank. A commutative Lie algebra is one in which 
the bracket operation yields identically zero. Such 
a Lie algebra corresponds to a commutative Lie 
group. 

Basic concepts in the study of Lie algebras and 
Lie groups include those of a maximal commutative 
subalgebra, or, of a maximal commutative con­
nected subgroup. It is a theorem that if the group 
is simple, then all such subalgebras (and also sub­
groups) are conjugate to one another within the 
group, and are a fortiori isomorphic. The common 
dimension of these sets is called the rank of the 
group or algebra. In the case of a simple noncom­
mutative Lie algebra, or a direct sum of such, a 
maximal commuting subalgebra is called a Cartan 
subalgebra. 

7. The classification of Cartan and Killing. The 
classification of simple complex Lie algebras was 
established by Cartan and Killing.2 (A Lie algebra 
is complex if it forms a vector space over the com­
plexes. A complex Lie group is one whose Lie algebra 
is complex.) This classification also applies to com­
pact Lie groups by virtue of a theorem of Weyl.3 
(See also Pontriagin/o p. 271.) 

We now present this classification, and we intro­
duce the notation that is generally used. The simple, 
therefore connected, compact Lie groups consist of 
the (commutative) circle group, and of the following 
noncommutative groups. We consider the latter as 
abstract groups. They have the dimension and 
local isomorphisms indicated. The subscript n here 
indicates the rank of the group. 

An-Ioc. isom. to SUn+1 (n ~ 1), dim. n2 + 2n, 

Bn- S02n+1 (n ~ 1), 2n
2 + n, 

Cn- Sp2" (n ~ 1), 2n
2 + n, 

D-
" S02n (n ~ 3), 2n2 - n, 

also E6 , E7 , E g , F4 , G2 • 

The five last-mentioned groups have, respectively, 
the dimensions 78, 133, 248, 52, and 14. Their repre­
sentations of least degrees are, respectively, those of 
degrees 27, 56, 248, 26, and 7. We see that of these 
only the group G2 can be relevant to global sym­
metry, such as we consider. 

Among the foregoing groups the following local 
isomorphisms occur, and no others: 
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Al ~ BI '"'"-J GI , Bz ~ Gz, and Aa ~ Da. 

Finally, we note that in discussing the classifica­
tion one often refers to semi-simple Lie groups 
and algebras. These algebras are the direct sums of 
simple noncommutative Lie algebras. (Equivalently, 
these are the algebras which have no invariant com­
mutative subalgebras.) Many statements concerning 
simple Lie groups and algebras have an immediate 
generalization to the semi-simple ones. . 

8. Connectivity. Given any connected LIe group G, 
one can construct a locally isomorphic, connected, 
simply connected Lie group G' (the universal cover­
ing group of G). If G is semisimple and compact, 
the same will be true of G'. The simply connected 
groups are particularly significant, sinc~ every con­
nected group which is locally isomorphIc to G ~nd 
to G' is isomorphic to a group G' I D, where D IS a 
discr~te (therefore central) subgroup of G'. 

Of the classical groups which are simple and com­
pact, the groups SUn and Spn are simply connected, 
but the SOn are not. The construction of Spin (n), 
a simply connected group which is locally isomorphic 
to SO"' is described by Chevalley/o p. 61 ff. 

We shall use the symbols An, B .. , etc., inter­
changeably for the simply connected compact Lie 
groups and for their Lie algebras. . 

9. The general compact Lie group. The foregomg 
classification enables us to describe concisely how an 
arbitrary connected compact Lie group can be con-

• • 10 
structed, up to isomorphism. (See Pontnagm, 
p.282.) 

Theorem. Every connected compact Lie group G can 
be constructed in the following way. Form the direct 
product 

G = HI xHz x ... xH .. xKI x ., . K m , 

where the Hi are appropriate simple, noncommutative, 
compact Lie groups which are connected and simply 
connected; i.e., each Hi is one of the groups An, ... , G2 

in the foregoing classification. The K; are circle groups. 
Then G is isomorphic to GID, where D is a discrete 
(therefore central) subgroup of G. 

APPENDIX B. SOME PROPERTIES OF GROUP 
REPRESENTATIONS 

In this appendix we summarize some of the prop­
erties of group representations which are relevant 
to this paper, and we give references for the dis­
cussions of various special topics. We also prove the 
lemmas which are stated in the text without proof. 
General references here are the same as for Ap­
pendix A. 

1. Concept of a representation. In general, a repre­
sentation is a mapping of a set S of elements into a 
set of matrices, or of linear transformations on a 
vector space. If we associate with the set S certain 
properties like those related to algebraic operations 
or to continuity, then we also require that these 
properties be preserved under the mappin~. This 
general definition applies to the representatIOns of 
groups, of Lie algebras, and of other systems .. In 
particular, in the case of Lie algebras, one reqUIres 
that the Lie algebra bracket correspond to the com­
mutator bracket of matrices or of transformations. 

A representation by n X n matrices, or by tran~­
formations on an n-dimensional vector space, IS 
said to be of degree n. 

Throughout this paper the equivalence of rep­
resentations (D ~ RDR-1

) is denoted by the 
symbol ~. 

2. Unitarity and reducibility. A fundamental and 
also well known property of group representations 
is the following: Every representation of a compact 
group is equivalent to a unitary repre~entation, ~.e., 
to a representation involving only umtary matnces 
or transformations. This is proved easily with the 
help of invariant integration. It follows that every 
representation of a compact group is completely re­
ducible since the orthogonal complement to an 
invaria~t subspace is likewise invariant. In particu­
lar, the symmetry groups are completely reducible. 

3. M ultivaluedness and faithfulness. The con­
nectivity of groups is related to what are sometimes 
called multivalued representations. A well-known 
example is the correspondence SOa ~ SUz• Such a 
correspondence is a local isomorphism. Moreover, it 
always becomes single-valued when we replace the 
first group by its simply connected covering group. 
Note also that a multivalued representation of a 
circle group forms again an isomorphic circle group, 
and consequently multivaluedness can be easily 
eliminated here. 

We recall that a representation of a group is faith­
ful, if only the group identity maps into the unit 
matrix. It follows that if a linear group is repre­
sented in a multivalued manner, as in the foregoing 
example, then the inverse correspondence is not 
faithful. 

4. The representations of degree 8 or less. We will 
now give a few references, where the representations 
of Tables I(a) and (b) are discussed in further 
detail. For a general theory see references 3 and 12 
(Appendix) . 

The representations of Al are familiar, and are 
discussed by Wigner.43 
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The linear groups SUn, SOn, and Spn, which cor­
respond to A:_1 , B!Cn-ll or Din, and q., respectively, 
are among the classical groups, and are discussed 
thoroughly by Chevalley40 and by Wey1.42 

The representations of groups of rank 2 are dis­
cussed by Behrends et al. 8 The representations of A2 
are also described by Wigner33 and by Wess.44 The 
automorphism group of octonions, G~, is discussed 
by Chevalley.45 (See also a note by Pais.46) 

The spinor and the semispinor representations are 
discussed by Brauer and Wey147 and by Cartan.48 

The analogy of the three representations, D~, 
D~I>in, and D1Spin '>, is known as the principle of 
triality; see references 45 and 48. 

For completeness we remark that every representa­
tion of the circle group is again the circle group. The 
circle group is not listed in Tables I(a) and (b). 

5. Kronecker products and Lemma 4.1. The follow­
ing assertion can be readily verified with the help 
of characters (see Wigner,43 Chap. 16): Let D' 
and D" be irreducible representations of the com­
pact groups g' and g" respectively; then the Kro­
necker product D' ® D" is an irreducible representa­
tion of the direct product g' x g". It can also be 
shown, with the help of the Peter-Weyl theorem 
(Pontriagin,lO Chap. 4) that every irreducible repre­
sentation of g' x g" is of this form. 

We emphasize that the concepts of direct product 
and of Kronecker product must be clearly dis­
tinguished. Note, e.g., that the Kronecker product 
SU2 ® SU~ is not a faithful representation of the 
direct product SU2 xSU~, since (±E2' ±E~) ~ E 4 • 

Note also that in an irreducible representation of 
direct products, only one commutative factor can 
be faithfully represented. 

Lemma 4.1 follows at once from the foregoing 
considerations and from our knowledge of the most 
general connected compact Lie group; one can readily 
see that the commutative factors do not enter into 
the group g. 

6. Proof of Lemma 4.2. Let us assume for definite­
ness that the group G is of the form (HI), where H 
and I are simple groups; however, our argument is 
quite general. Consider the subgroup G which con­
sists of matrices of the form (E.) where q E I. It is 
immediate that such matrices define an invariant 
subgroup of I, which necessarily equals I, or E I, 

44 J. E. Wess, Nuovo Cimento 15, 52 (1960). 
45 C. ChevalIey, The Algebraic Theory of Spinors (Columbia 

University Press, New York, 1954). 
46 A. Pais, Phys. Rev. Letters 7, 291 (1961). 
47 R. Brauer and H. Weyl, Am. J. Math. 57, 425 (1935). 

[Reprinted in Selecta, reference 3, p. 431 ff.] 
48 E. Cartan, Le~ons sur la theorie des spineurs (Hermann 

& Cie., Paris, 1938) vol. I and II. 

or is a proper invariant subgroup which is discrete. 
In the first case the blocks are independent. In the 
second case, to each p E H there corresponds a 
unique q E I such that (P.) E G. This defines a 
homomorphism H ~ I. Since H is simple, this is 
an isomorphism, or a local isomorphism. Similarly, 
the last case implies a local isomorphism. The lemma 
follows. (See the foregoing discussions of connectivity 
and of multivaluedness.) 

7. Proof of Lemma 4.3. This lemma depends on 
the fact that, in a reducible representation, the 
blocks which are associated with inequivalent repre­
sentations are uniquely determined. We can state 
this more explicitly. Let us suppose that a reducible 
representation breaks into blocks of irreducible 
representations which act on the respective invariant 
subspaces 

The representations on V j1 , ••• , Vi,nU) are to be 
equivalent, but the representations on Vii and V kl 

are to be inequivalent ifi ~ k. Then the spaces 

Vi = Vil EEl ..• EEl V i.nU ) 

are uniquely determined, but further decomposition 
of Vi is not unique. A simple proof is given by 
Wigner43 (Chap. 12) for representations of compact 
groups, but our assertion has a much more general 
validity. 

Now, the blocks which a symmetry group must 
contain are all inequivalent, and if 

A 2 -i~ 
1e 

1 

A 2 i~ 
1e 

then it follows, e.g., that the two vectors R-1
( Z-) 

and R- 1(ZO) must both belong to one of the two 
subspaces defined by the matrices (HI)' The same 
applies to the other isomultiplets. We conclude that 
(H I) is equivalent to a linear group, which has a 
similar block structure, and which, moreover, 
satisfies the inclusion requirements. The proof is 
complete. 

8. Proof of Lemma 5.1. Suppose we are given a 
compact linear group which fulfills the inclusion 
requirements; then we can find an equivalent group 
G of unitary matrices. In particular, the matrices 
which belong to the I-spin group and to the strange­
ness-like group in the original linear group map 
onto a group GO of unitary matrices. Now, the 
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equivalence between GO and its canonical representa­
tion can be expressed by a unitary matrix u (Wig­
ner,43 p. 78, Theorem 1A) . We see that the group 
uGu- 1 fulfills the specified requirements, and the 
proof is complete. 

9. Classes of representations. The results that we 
will describe here are due to Frobenius and Schur49 

and to Malcev.50 [See also Wigner43 (Chap. 24), 
and Dynkin12 (Appendix).] 

If we are given a representation D, then the com­
plex conjugate matrices define a representation D*, 
which mayor may not be equivalent to D. In the 
former case, moreover, the equivalence may be ex­
pressed by symmetric or by skew-symmetric matri­
ces; the two possibilities are mutually exclusive if 
D is irreducible. 

This classification can also be described as follows. 
A representation D mayor may not leave invariant 
a nondegenerate bilinear form (x, y) [i.e. (x, y) = 0 
for all x (or for all y) implies y = 0 (or x = 0)]. 
In the former case the form may be symmetric, 
and then D £; SO,. (up to equivalence), or the form 
may be skew-symmetric, and then D £; Spn' If D 
is irreducible, then an invariant, bilinear, non­
degenerate form is unique, up to a scalar multiple. 
We therefore define three classes of representations, 
which can be conveniently designated as classes 
±1 and 0: 

(a) D is orthogonal if D* = CDC-t, where C = CT
; 

then D ~ D' £; SO,,; class +1; 
(b) D is symplectic if D* = CDC-\ where C = 

_CT; then D ~ D' £; SPn; class -1; 
(c) D is complex if D* is not equivalent to D; 

class O. 
One should distinguish between an orthogonal 

group, i.e. SO", and an orthogonal representation, as 
defined in (a); this also applies to symplectic groups 
and representations. In particUlar, an orthogonal 
representation need not be real, but it is equivalent 
to a. real one. 

If D is reducible, it is still meaningful to say that 
D does or does not leave invariant a bilinear form, 
and hence, that it belongs to a class ±1 or O. How­
ever, D may now be simultaneously orthogonal and 
symplectic. For example, the linear group (SU. su.) 
is symplectic, since SU2 is symplectic, and is orthog­
onal, since it is equivalent to a subgroup of S04. 

The following properties of this classification are 
relevant to us: 

(1) The representation D @ D is orthogonal and 
contains DE. Moreover, D @ D' ;;2 DE implies 
D' = D* if D and D' are assumed to be irreducible. 

(2) Let an orthogonal (or symplectic) representa­
tion be reduced to irreducible components. Then 
the complex representations occur only in complex 
conjugate pairs, and the symplectic (or orthogonal) 
representations, in pairs of equivalent representa­
tions. Cf. the foregoing example (su· su,). 

(3) Let D' and D" be representations of distinct 
groups (which may be isomorphic), of classes A' 
and A" , respectively. Then the representation 
D' @ D" is of class A'A". 

(4) Let D' and D" be representations of the same 
group, of classes A', A" ;z!: 0, respectively. Then the 
representation D' @ D" is of class A'A". 

Statement (1) depends on the fact that a unitary 
representation leaves invariant a Hermitian form; 
this is the content of the assertion that D @ 
D* ;;2 DE. Statements (3) and (4) express the be­
havior of symmetry properties of the invariant form, 
when one makes the extension to the tensor spaces. 

The foregoing properties are valid for representa­
tions of arbitrary compact groups, and are in no 
way restricted to Lie groups. One can also make 
generalizations to noncom pact groups. 

Of the representations in Tables I(a) and (b), 
the complex ones are A:+ 1 (for n 2:: 2) and A~. 
The representations Aim and C!" are symplectic; 
this includes B~pin and B~pin. All others are orthog­
onal. We also note that the nonidentity irreducible 
representations of the circle group are complex. 

10. Decomposition of Kronecker product. The Kro­
necker product of two representations of the same 
group is in general reducible, and various examples 
of this are well known. The following decompositions 
are relevant to us: 

(1) B!(,,-ll @Bl(n-I) 

,...., BE ffi B!n(n-I) ffi B!n(n+I)-' 
- 1(.-1) W !(n-I) W 1(n-J) , 

(2) Din @ Din 

......., DE ffi D~n(n-') t.:p Din(n+I)-1 
- in W in W in , 

~ B: EB B; EB B!O, 

(4) B~pin @ B~pin 

~ B: EB B; EB B~' EB B:', 

49 G. Frobenius and 1. Schur, Preuss. Akad. Wiss. Berlin, (5) 4 n to. An 
1906, p. 186. • n-I ~ n-I 

50 A. Malcev, Am. Math. Soc. Transl. No. 33 (1950; 1 

published in RUBsian, 1944). ~ A~~in-l) EB A!~\n+l), 
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(6) A:_ I (8) A:":I 

~ A:_, EEl A:~~l , 
(7) A~ (8) A~ 

'"" A: EEl A:a EEl A:s EEl A~o EEl A~o* EEl A~7, 
(8) G~ (8) G; 

~ G: EEl G; EEl G~4 EEl G~7. 
For further examples and for proofs see references 
8 and 12 (Appendix), and 42. The first five decom­
positions correspond to tensors satisfying the familiar 
symmetry and trace properties. In the decomposition 
(6), A:~~' can be interpreted as a representation on 
traceless tensors with components Vi (8) v~. The 
decomposition (7) is illustrated in Fig. 2. We shall 
not describe the decompositions (7) and (8) in 
detail, but we note the following. The two representa­
tions A~a and A~', which are associated with anti­
symmetric and with symmetric tensors respectively, 
are equivalent. Consequently the direct sum 
A~· EB A:' can also be decomposed into irreducible 
subspaces in other ways. 

The three representations D: (8) D~, D~l>in (8) D~r>in 
and D!Spin') (8) D!Spin') are analogous (in the sense 
explained in Sec. 4). They are not analogous to 
representations like D~r>in (8) D!Sr>in '), but we have 
no direci interest in the latter representations. 

In the case of direct-product groups, we may 
proceed as follows. Let two representations of 
r>' Xr>1I be given' D' '><' D~' where i = 1 2 Then LJ u . t\CI " , , 

(D: ® Di') (8) (D~ (8) m') 
'"" (D: (8) m) (8) (Di' (8) D~') 

~ (D: EEl ... EEl DD (8) (D:': E8 ... EEl D~'). 
Here the decomposition of Di (8) D~, or of Di' (8) D~', 
is with reference to g', or to g", respectively. 

For the case of nonconnected groups see Appendix 
C and reference 1. 

A formula describing the decomposition in the 
general case involving semisimple Lie groups has 
been given by Brauer:' 

11. The adjoint representation. The adjoint repre­
sentation of a Lie algebra is defined as follows. For 
X and Y in the Lie algebra, 

X -7 ad X, where (ad X) Y = [X, Yj. 

The relation [ad X, ad Yj = ad [X, Yj follows 
from the Jacobi identity. We remark that this repre­
sentation is fundamental in the study of structure 
and representations of Lie groups. 

'1 R. Brauer, Compt. Rend. 204, 1784 (1957). 

The degree of the adjoint representation equals 
the dimension of the Lie group, or of the Lie algebra. 
For Bn and Dn, the adjoint representation is equi­
valent to that on second rank skew-symmetric 
tensors; for An-I, the adjoint representation is 
equivalent to A:~~', mentioned in the foregoing; 
an example is A~. 

The adjoint representation is always orthogonal, 
since the symmetric form (X, Y) = tr (ad X ad Y) 
is invariant under the action of the group. 

12. Weights and Lemma 7.1. Let a semisimple Lie 
algebra be given, and let us select a maximal com­
muting set of elements, i.e. a Cartan subalgebra 
(Appendix A). These elements can be simultaneously 
diagonalized in a representation. The simultaneous 
eigenvectors are called the weight vectors, and the 
set of those eigenvalues, which are associated with 
a weight vector, is called a weight. The weights and 
the weight vectors completely describe a representa­
tion, and conversely, a representation determines 
uniquely the structure of the weights. Examples 
are shown in Figs. 1 and 2. For a fuller discussion, 
see references 3, 8, 12 (Appendix), and Racah's 
notes.52 

Lemma 7.1 follows trivially from the following 
facts: (a) The set of operators ITa, Y} may be ex­
tended to a Cartan subalgebra. (b) An operator 
aTa + {3Y will in general have all eigenvalues dis­
tinct except for ~o and A, and consequently can be 
diagonal only with respect to the vectors p, n, 
~+'-, Zo.- and ~o', ~o", where the last two vectors 
are linear combinations of ~o and A. 

We make one further remark. If to a certain rep­
resentation D there corresponds a given weight 
diagram, then to the complex conjugate representa­
tion D*, corresponds the diagram obtained by reflec­
tion in the origin. (See reference 50.) In particUlar, 
a representation is orthogonal or symplectic if and 
only if it is symmetric with respect to such reflec­
tions. 

13. Casimir and Racah operators. Given any semi­
simple Lie algebra, there exists a second-order 
operator, the Casimir operator, which commutes 
with every element of the Lie algebra, and so pro­
vides a natural generalization of the operator T2 
(or of J2). The Casimir operator can be defined as 
L gi;XiXi

, where gi; is the tensor which is deter­
mined by the bilinear form (X, Y) = tr (ad X ad Y) 
of the adjoint representation. 

If a semisimple Lie algebra is of rank n, then one 

62 G. Racah, "Group theory and spectroscopy," The Insti­
tute for Advanced Study, lecture notes, 1951. [Reprinted by 
CERN, 1961.J 
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can construct a total of n independent operators of 
orders 2 or higher, which commute with every ele­
ment of the Lie algebra. A representation of the Lie 
algebra is then determined by the values which 
these operators take. These operators, except for 
the Casimir operator, were first introduced by 
Racah. 52

•
53 

APPENDIX C. NON CONNECTED GROUPS 

We will now discuss the structure of non connected 
symmetry groups. Our approach to this subject is 
based on a theorem of A. H. Clifford. This theorem 
relates the representation of a group with the re­
striction to an invariant subgroup, and allows us to 
determine the possibilities for the nonconnected com­
ponents of the identities of nonconnected symmetry 
groups. We remark, however, that relatively little 
is known about nonconnected Lie groups. For com­
pleteness we note a recent article of de Siebentha1.54 

We first recall that in a topological group the 
neutral component is an invariant subgroup (Ap­
pendix A). The other components are cosets, not 
subgroups. Next, the following expresses the es­
sentials of Clifford's theorem (reference 42, pp. 
159-163). 

Theorem. Let a group G and an irreducible repre­
sentation D(G) be given, and let a be an invariant 
subgroup of G. Then the restriction D(G) [of D(G) 
to Ql reduces into irreducible representations d i (a) 
of G of equal degrees. Any two of these representations, 
say dl and d2 , are conjugate in the sense that 

(C.1) 

for all tEa and for a suitable s EE a. The two mem­
bers of this equation are to be interpreted as matrices 
taken with reference to appropriate bases. Further; 
the number of irreducible components of D(a) cannot 
be greater than the index GIG (if this index is finite). 

The spaces which are associated with the repre­
sentations di(G) are known as systems of im­
primitivity. 55 

Equation (C.1) shows that the elements of dl(G) 
and d2 (G) range over the same set of matrices, if the 
bases are appropriately chosen. The meaning of 
this equation can be best illustrated by an example. 
Consider the group generated by the elements 

r

ei</> 1 
tif> = .' 

e-·if> 

• 3 G. Racah, Rend. Lincei 8, 108 (1950) 
:: J. de Si~benthal, C.ommun. Math. Hel~. 31, 41 (1956-57). 

. A. SpeIser, Theo~~e der Gruppen von endlicher Ordnung 
(Spnnger-Verlag, Berhn, 1937), 2nd Ed., p. 194 ff. 

This group is equivalent to O~. The elements tif> form 
an invariant subgroup, and if 

then 

d2 (t",) = dl(st",s-I). 

Here the two representations dl and d2 of (tif» are 
not equivalent, and this is ordinarily the case. 

It follows from Clifford's theorem that dim (dk ) 

is a divisor of dim(D). However, if the group A~ 
acting on the ~'s is to be included, then dim (dk ) ~ 3. 
We see that we have these possibilities for a sym­
IEetry group G, having the component of the identity 
G [we may identify here G with D(G»): 

(1) G is irreducible; 
(2) dim G = 6 or 8, and G breaks into two blocks 

dl(G) and d2 (G), each of degree 3 or 4, respectively; 
(3) d~ G = 4, G breaks into two blocks dl(G) 

and d2 (G), each of degree 2, and G is a partial sym­
metry for Nand E (so that the ~'s are not involved). 

Case (1) will not be discussed further. For cases 
(2) and (3) we may use groups from Tables I(a), (b) 
and II, and also the circle group. Lemma 4.2 is ap­
plicable here, but we have the additional restriction 
that the blocks dl(G) and d2 (G) involve the same 
elements. Weare therefore led to these alternatives: 

(~) The elements in the two blocks d1 (G) and 
d2 (G) vary independently. 

(b) An element of one block determines the ele­
ment in the other block. The matrices in G are there­
fore of the form C f(T»' with the two sets {r} and 
{f(r)} identical. An examination of the linear groups 
of degree 4 or less now shows that we must have 
up to equivalence, ' 

f(r) = T or f( T) = T*. 

(c) The blocks d;(G) are Kronecker product 
groups, with (a) applicable to some of the factors 
and (b) to others. For groups of degree 4 or less: 
the only Kronecker products are those in which one 
of the factors is a circle group, and also Ai @ (Ai? 
The last alternative corresponds to the group M. 

We now see that all possibilities for the con­
nected components of the identities of nonconnected 
groups are included in Table III. 

In the remainder of this appendix we will consider 
only the three groups K, L, and M, defined in Table 
VI. We recall that 

K~ SU2 @0; . 

Let us discuss now the classes to which these linear 
groups belong. We easily see that K is of class -1, 
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i.e. is symplectic, since 8U2 and O~ are of class -1 
and +1, respectively. It is also trivial that L is 
complex. With regard to M, we first observe that 
the connected component M 0 is orthogonal, and 
that Rs = (EE) E 80s . We can show that M is 
orthogonal by finding a matrix q such that, simul­
taneously, 

qMoq-l ~ 80s and qRsq-l E 80s . 

But the structure of Mo allows us to satisfy the first 
of these conditions by a matrix of the form (Q Q), 
and the second condition then also is fulfilled. We 
summarize: 

K is symplectic, L is complex, M is orthogonal. 

Finally, let us consider the decomposition of 
Kronecker product representations. (We can assume 
here the underlying group to be isomorphic to the 
linear group in question.) Clifford's theorem applies 
also to the irreducible representations of the non­
connected groups. In particular, the connected com­
ponent of the identity may reduce into two blocks, 
or be irreducible. We can illustrate this easily for 
the group O~: 

0; ® 0; = DE E8 0; E8 D''', 

where Dr" denotes the pseudoscalar representation. 
The connected component of the identity reduces 
into two blocks in the representation O~, and is 
irreducible in DE and D"B. 

From the foregoing decomposition we may obtain 
the decompositions of products of representations 
of K. We will not discuss the decompositions for 
Land M, but these two groups do not present any 
special difficulties. 

APPENDIX D. PROOFS OF INCLUSION RELATIONS 

We will now prove the relations of inclusion (and 
of noninclusion) which were asserted in Sec. 5. 
We will first establish that the groups, which we 
asserted to be symmetry groups, satisfy the per­
scribed requirements. Next we shall show that the 
remaining irreducible groups do not satisfy the re­
quirements. Then we shall establish the inclusions 
among the symmetry groups. We emphasize once 
more that a knowledge of the classes of representa­
tions is basic for much of this appendix; however, 
these classes are little used in the proofs we present 
first. 

We now want to establish that each of the groups 
in Table VII contains (I-spin) X (hypercharge 
gauge, perhaps modified) as a subgroup. We first 
recall that the two groups GHR and GDA fulfill this 

requirement,19-21 and that 
follows: 

Ai ® (AD 2 

GHR = A~ 

and moreover, 

they 

A~ 

are defined 

[N Z 
w.r.t. 2: , 

LA 

2: 
w.r.t. A ' 

Aie'~) N 

Ai ® (AD2 ~ 804 , 

as 

In a number of cases the required inclusion can be 
easily established by comparison with GHR and GDA , 

if the two latter symmetries are taken with reference 
to a subset of the baryons. We will now consider 
the groups by degrees. The inclusions for A:+l 
8Un +1 are trivial, and these groups will not be 
mentioned. 

Degree 4: (a) For K the assertion is trivial; (b) for 
B~pin note that K ~ A~ ® O~ is of class ( -1) (+ 1) = 
(-1), therefore K c 8p4 = B~pin; (c) for Ai ® 
(A0 2

, cf. the groups GHR and GDA • 

Degree 5: Note that B; contains 804 as a subgroup, 
and compare with GHR • 

Degree 6: (a) For L the assertion is trivial; (b) for 
Ai ® A;, we have as a subgroup 

Ai ® (AD
2 

. )e-·<I>!3 
e'~E2 . 

The factor e-i~!3 can be ignored, and compare 
with GDA • 

Degree 7: (a) For G~ see Behrends et al.S
•
17 (The 

inclusion also follows from the weight diagram, 
Fig. 1, which we do not establish.) (b) For B;, 
compare with GHR • Alternately, G; is of class +1, 
and therefore G; ~ B;. 

Degree 8: (a) The group A: has been discussed 
elsewhere,8.13.14 but we shall indicate a simple proof. 
We first note that A~ ® A~' ~ A~ E8 A~. Now, 
A~ includes as a subgroup D = (Aiei

<l>/3 E8 e-2i
<l>/3). 

We examine D ® D* and obtain the desired con­
clusion. (b) For M, compare with GHR or with GDA • 

(See also reference 1.) (c) We shall establish below 
that all of the groups of degree 8 listed in Table VII, 
except A~ and B3sPin, contain M as a subgroup, and 
therefore are symmetry groups. The group B3

Sp
in 

contains as a subgroup M o, the connected component 
of M, and the same conclusion is valid. 

The inclusions for reducible symmetries can be 
easily established by similar considerations. 
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Let us now prove noninclusions for those groups 
of Tables I(a), (b), and II which are not listed in 
Table VII. These proofs are based on two kinds of 
argument. The first consists of a direct examination 
of the diagonal elements of a group, and of showing 
in this way that the diagonal elements which we 
require are not contained in the group. This argu­
ment can be applied to A~ and to Ai Q9 (Af)4. The 
diagonal elements of A~ can be found with the help 
of the relation Ai Q9 A; '" A~ EB A;*. 

The second type of argument depends on the fact 
that a representation of class -1 cannot decompose 
in such a way, that each of A~ and A ~ occurs an 
odd number of times. This argument is applicable 
to B:Pin for ~ and A, to C~, to A~ Q9 (AD2 Q9 (A;,)2, 

and to C:. 
If one of the two groups, I-spin or modified hyper­

charge gauge, is not included, then for brevity we 
omit the proof of the inclusion or noninclusion of 
the other group. 

We shall not examine in detail the non connected 
groups, but this would present no difficulties. How­
ever, we give an example of a group which contains 
as subgroups the I-spin group and a modified gauge 
group, but not both groups simultaneously. Indeed, 
consider the group, of degree 6, which splits into two 
independent blocks SUa and SU~. The I-spin group 
is contained if we arrange the baryons as N - A 
and ~, and the modified hypercharge gauge group, 
if we arrange them as, e.g., p-A-~+ and n_~-_~o. 

Let us now turn to the inclusions among the sym­
metry groups. (An inclusion D ~ D' is to be under­
stood, of course, as the inclusion Do ~ D~ for some 
representations Do and D~ equivalent to D and D' 
respectively.) We prove first the inclusions which are 
asserted in Table VIII, i.e. the inclusions among the 
irreducible symmetry groups. For degrees 3, 5, and 6, 
the assertions are trivial. For degrees 4 and 7, the 
assertions follow at once from our knowledge of the 
classes to which the representations belong. The 
groups of degree 8, however, require a more detailed 
examination. 

We first use Dynkin'sl2 analysis of the inclusions 
among simple irreducible linear groups. He shows 
that, for groups of class +1, the relation D' ~ 
D" C SO" holds only in special cases, which he 
tabulates. His work shows that A~ is not included 
in B~pin. Next, the noninclusion of A~, B~pin and 
D! in Ai Q9 A: follows from the fact that an inclusion 
would imply a Kronecker product decomposition of 
a simple group. (See also Dynkin,12 Theorem 2.2.) 

On the other hand, the inclusion of Ai Q9 B 2
s

pin 

is trivial. The noninclusion of Ai Q9 A! (and of 
A~) in D!, and the inclusion of the other groups, 
follows by considering the classes of the representa­
tions. Let us show next that M C Ai Q9 B~pin. 
We define B~pin = Sp4 by the matrix J = e·J'). 
The relation Ai = Sp2 shows that the connected 
component Mo of M is a subgroup of Ai Q9 B~pin. 
For the discrete generator, we note that Rs = 
E Q9 (BE) E Ai Q9 mPin

, and this proves the in­
clusion of M. Finally, let us consider the group 
BaSPin. It is easy to show directly, by using generators, 
that B~pin contains the connected component Mo 
of M Further BSpin does not contain A 2 '>0 B

8p
in . ,a 1\01 2 , 

since otherwise we would have a locally isomorphic 
representation of Ai Q9 B~pin of degree 7, and of 
class + 1, and this would be a contradiction. How­
ever, it seems difficult to determine whether the 
discrete generator Rs can belong to mPin if a suitable 
choice for this (linear) group is made. 

The inclusions which are asserted in Table X 
can be studied along similar lines. We make these 
observations: (a) A reducible group cannot contain 
an irreducible group as a subgroup; (b) The group 
Ai Q9 A~ cannot contain H G as a subgroup, for 
reasons stated in the foregoing. This kind of argu­
ment applies also to a few other cases. (c) The in­
clusion of H G in BaSPin follows from our knowledge 
or representations of G2 of degrees 8 or less, or 
from the fact that 0; ~ B;. (See also reference 17.) 
The inclusions which relate the groups H A, H B, 

H G, J N, and J'So can now be established easily. 
There remain the groups K, K DA , GHR , GDA , 

and Mo. The noninclusions for K and KDA follow 
from the fact that these groups contain one (and 
only one) symplectic block, the group K. These 
groups consequently cannot be contained in an 
orthogonal representation. Moreover, these groups 
are not contained in Ai Q9 A!, since they can be 
expressed by matrices m2X2 Q9 m4X4 only if det 
(m4X4) = -1. 

Let us now consider the groups GHR , GDA , and Mo. 
We recall that Mo ~ B~Pin. Further, GHR is not 
contained in H G nor in A~. This may not seem ob­
vious, but can be easily established by a comparison 
of the weight structures of the Lie algebras. The 
other inclusions for these groups are trivial. 

With regard to the group K', we note that the 
matrices (e- iO

ei .) and (_/) E (Af)2, and therefore 
K' ~ Ai Q9 (Af)2. The assertions which we made in 
Table XI follow easily. 
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A local quantum field which has a complete asymptotic field of mass m, and whose truncated 
vacuum expectation values vanish beyond some order, can lead to no scattering or reactions. 

INTRODUCTION AND PROOF OF THEOREM 

T HERE have been continuing efforts on the part 
of field theorists to find a .model which satisfies 

the general requirements of local quantum field 
theory,l and leads to scattering and reactions. Up 
to now these efforts have not been crowned with 
success. However, some progress has been made, 
mainly in four directions: (a) models which show 
what can exist mathematically but do not lead to 
interaction; (b) models which lead to interaction, 
but fail to satisfy some of the general requirements; 
(c) models which shed light on the relations, if any, 
between different requirements; and (d) studies 
which show that certain simplifying assumptions 
do not allow interactions to occur. We will refrain 
from discussing and referring to the sizable and 
growing literature on this subject; such a discussion 
might be done more appropriately in a systematic 
review article. 

The present article falls in category (d) above. 
We prove: 

Theorem. A local quantum field which has a com­
plete asymptotic field of mass m, and whose trun­
cated vacuum expectation values vanish beyond 
some order N, can lead to no scattering or reactions. 

We "first give our proof, and then remind the 
reader of the definition and heuristic significance of 
truncated vacuum expectation values. For sim­
plicity, we consider the case of a single neutral scalar 
field; however, the result is true more generally. 

Proof of theorem. Glaser, Lehmann, and Zimmer­
mann2 have shown that if the in field of a local 

* Partially supported by a grant from the General Re­
search Board of the University of Maryland. 

t National Science Foundation Predoctoral Fellow, 1960-
1961. 

, A. S. Wightman, Phys. Rev. 101,860 (1956); "Problemes 
mathematiques de la tMorie quantique des champs," Uni­
versity of Paris lecture notes, 1957 (unpublished). 

.2 V. Glaser, H. Lehmann, and W. Zimmermann, Nuovo 
Clmento 6, 1122 (1957). 
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quantum field theory is complete, then the Heisen­
berg field has the expansion 

a> 1 
A(x) = Ain(X) + L:, 

n-2 n. 

x J dx, ... dX"Kz • '" Kx"r(x; Xl, ." . xn) 

X :A in(XI) '" A in(Xn) : 

where Kz = - (Ox + m2
), and 

rex; Xl, ••• Xn) = (-it L: O(x - Xl) 
perIn. of 

(1) 

X O(Xn-1 - xn)([··· [A(x), A(xl)], ... A(Xn)])o 

is the retarded multiple-commutator function. 
We use a result due to Araki, Ruelle, and Stein­

mann3 which states that the r functions have con­
tributions only from their truncated parts, i.e. 

rex; Xl, ... xn) = (-it L: O(x - Xl) 
Derm. of 

X O(Xn - 1 - Xn)(["·· [A(x), A(xl)], ... A(xn)lh , 

where ( )r stands for truncated :vacuum expecta­
tion value. 

On the basis of this result, the vanishing of the 
truncated vacuum expectation values beyond order 
N implies that the expansion of the Heisenberg 
field [Eq. (1)] terminates at n = N - 1. Then 
Aout(x) has the following finite degree expansion in 
Ain(X): 

Aou.(x) = Ain(x) 

N-I 1 J + ~ n r dx' dx, '" dXn .:l(x - x')Kx,Kx • 

X K."r(x'; Xl, ... Xn) :.4. in(X I ) •. " A in(Xn) :, 

3 H. Araki, J. Math. Phys. 2,163 (1961); D. Ruelle, Nuovo 
Cimento 19, 356 (1961); O. Steinmann, Helv. Phys. Acta 33, 
257 (1960). 
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and according to a folk lemma4 S = 1, Aout(x) = 
A1n(z), which means that there is no scattering or 
reactions. 

DEFINITION AND HEURISTIC SIGNIFICANCE OF 
TRUNCATION 

Truncated vacuum expectation values are defined 
recursively by the implicit equations 

(A (1) ... A(n)o = (A (1) ... A(n)T 

+ E (A(l) ... A(j)T ... (A(l) ... A(n)T' 

where the sum runs over all divisions of 1, ... n 
into two or more groups, in such a way that the 
numbers increase to the right. Divisions, such as 
(1, 3, ... )(2, 4, ... ), in which the numbers in dif­
ferent groups interleave, must be included. The 

• O. W. Greenberg, J. Math. Phys. 3, 31 (1962). 

definition of truncation has been chosen so that the 
truncated vacuum expectation values differ from 
the ordinary ones by having had the contributions 
from vacuum intermediate states subtracted in a 
symmetric way. Truncated vacuum expectation 
values correspond to the connected graphs in per­
turbation theory. Thus the theorem under discussion 
in this paper shows that a theory with scattering or 
reactions must have nonvanishing connected graphs 
with arbitrarily many external lines. 
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It has been pointed out by Wigner that the consistency requirement .between the I;agrange. and 
Heisenberg equations of motion does not uniquely determine the ~an?mcal commut.atI?n relatIOns, 
at least for one-dimensional systems. It is shown here th~t this ambIgUl~y does not arIse III local field 
theory whose basic equal-time commutators commute WIth the translatIOn operator. 

I. INTRODUCTION 

I N the course of investigating1
• the natu.re of ~he 

axioms underlying the Schwmger ActlOn Pnn­
ciple,2 it was found that the equal time (anti) 
commutator between a field and its conjugate mo­
mentum, [.p(r), 'IT(r')]., could only be reduced to the 
fonn 

[.p(r) , 'IT(r')]. = i l/(r - r')[l + F], (1) 

where F is not necessarily a c number. This reduction 
was perfonned on the basis of quite general assump­
tions, as described in reference 1. 

In attempting to see whether F could be forced 
to zero purely on consistency grounds (rather than 
by an additional postulate), the freedom of per­
fonning arbitrary unitary transformations in the 
theory was employed. Thus, consider the change 
generated by the infinitesimal operator U ~ 1 + 
iG (G+ = G), G = f d3r[M.p, 'IT) &P + Mcf>, 'IT) ~'IT]. 
The fundamental commutation relations then enable 
one to evaluate the change 1:J.R of any function 
R(cf>, 'IT), according to the definition 1:J.R == -i[G, RJ. 
In general, 1:J.R will involve the operator F. For the 
special case in which R is taken to be the Hamiltonian 
H of the system, this change may be explicitly 
evaluated in another way using the Heisenberg equa-
tions of motion. Thus, in ' 

1:J.H = i[H, G] = dG/dt, (2) 

the time derivative dG/dt depends on cb and 1r. 
The latter derivatives may be evaluated by using 
the (by assumption) identical Lagrange equations 
in which F does not enter. The consistency of the 
two evaluations provides a stringent requirement 
on F. Indeed, if F is to be a c number, the above 
condition requires it to vanish (as will be shown 
below); however, q-number F's could not be so 

* Supported in part by the Air Force Office of Scientific 
Research and the National Science Foundation. 

1 R. Arnowitt and S. Deser, J. Math. Phys., 3, 637 (1962). 
2 J. Schwinger, Phys. Rev. 82, 914 (1951); and 91, 713 

(1953). 

eliminated. An example of this situation had, in 
fact, been given some time ago by Wigner3 for the 
one-dimensional harmonic oscillator. Here, con­
sistency between commutation relations and equa­
tions of motion still allowed F to be anyone of a 
one-parameter class of operators, 

F = (2Eo/hw - 1) exp [i'IT(H - Eo)/hw], 

(Eo arbitrary4) anticommuting with both p and q. 
However, we show here that, for local field theory 
whose basic equal-time commutators commute with 
the translation operator, F is necessarily zero in order 
that the Lagrange and Heisenberg equations agree. 

II. DERIVATION 

Consider the general field theoretical system in 
first-order fonn. 1 For convenience, the field variables 
(which may be taken to be Hennitian) may be 
arranged in a column symbol array with entries 
Xa(X) , (a = 1 ... N). In the first-order description, 
the Xa include both the field amplitudes and their 
conjugate momenta. Thus, the equal-time com­
mutator (or anticommutator) [Xa(r), xb(r')]. in­
cludes all the usual commutation (or anticommuta­
tion) relations. In general, however, not all field 
variables are independent, some being functions of 
the rest if some of the Lagrange equations are 
constraint equations. The independent variables in 
the general case will be denoted by cf>a, a = 1 ... M, 
M < N. The commutators [cf>a(r), cf>b(r')]. are then 
a c~mplete set of relations; any commutators in­
volving the dependent variables are determined by 
them. In general, one may write 

3 E. P. Wigner, Phys. Rev. 77, 711 (1950). . 
, Note here Eo represents the ground-state energy, whIch 

need not be !liw with commutation relations of the type of 
Eq. (1). Howeve;, the eigenspectrum of H_Eo is still nnw and 
so F is correctly Hermitian. 
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where t"b may be an operator. The term 53 (r - r') 
is a consequence of the locality assumption.5 It is 
also assumed that t"b is independent of the center 
of mass coordinate r + r'. This assumption of trans­
lational invariance6 is equivalent to requiring that 
t"b and the translation generator of the theory U 
commute, so that the commutators at all space points 
are numerically equal. This form of the translational 
invariance requirement is stronger than one in which 
the commutators are just required to be form in­
variant under translation. (The latter condition 
could be satisfied by an operator t"b, depending on 
r + r' and translated by U.) For (anti) com­
mutators, the operators t"b must be (skew-) Hermi­
tian in the Hilbert space, and symmetric (anti­
symmetric) in the matrix indices abo To prove that 
tGb is, in fact, a c-number matrix, consider the double 
"commutator" 

K == [</>,,(r), [</>b(r') , </>.(r")] .. ], (4) 

where the ± signs refer to the Fermi (Bose) cases. 
The quantity K vanishes for r ~ r', r" by the 
locality condition. However, from Eq. (3) one sees 
that 

K = [</>,,(r), fbcli 5\r' - r"). (5) 

Choosing r, = r" = a and r ~ a, one sees that 
tbe commutes with </>,,(r), except perhaps at r = a. 
However, repeating the argument with r' = r" = b, 
r ~ band b ~ a, implies that Ibe commutes with 
</>,,(r) at r = a also, i.e., throughout all three-space. 
Since </>a(r) represents all the independent variables 
of the theory, this implies that tbe is a c number.7 

At this stage, then, fab is a matrix in (ab) space 
with c-number coefficients. To show that these coeffi­
cients are indeed the conventional ones, we compare 
the Lagrange and Heisenberg field equations, as 
discussed in Sec. I. Consider the commutator 
[H[4>l, Gq,] between the Hamiltonian H = f X(</» d3r 
(which is again only a function of the 4>,,) and the 
Hermitian operator Gq, = f 4>aCab &Pb d3r. Here Cab 
is any nonsingular (anti) symmetric matrix and 

i The derivation that f is a c number does not actually 
depend on the presence of o3(r - r') on the r.h.s. of Eq. (3), 
but only on the vanishing of the commutator when r '" r'. 
However, unless one has the 83 function, the Lagrange and 
Heisenberg equations will not be identical. 

6 S. Schweber, Phys. Rev. 78, 613 (1950). 
7 Our definition of completeness of the set of field operators 

is different from one that has been used in the axiomatic 
approach [cf. A. L. Licht and J. S. Toll, Nuovo Cimento 21, 
346 (1961)]. There, a set of fields is called complete if any 
operator commuting with them at all space-time points 
is a c number. In text, a set is complete if an operator com­
muting with the set on a spacelike surface is a c number. From 
the point of view of formal local field theory, such complete 
sets should exist (if the theory exists). They represent just 
the minimal Cauchy data required by the Lagrange equa­
tions to uniquely specify the future motion of the system. 

&Pb is an arbitrary infinitesimal quantity (anti) 
commuting with the 4>" themselves. The operator 
Gq, may be viewed as the generator of a unitary 
transformation U ~ 1 + iGq, which sends 4>" into 
4>" + i/2(tC)"b B4>b. That is, 

U-
l 4>a U '"" 4>a - i[Gcp,4>al = 4>a + (fC)ab &Pb' (6) 

upon using Eq. (3) to evaluate the commutator. 
Therefore, 

U-1H[4>lU ~ H[</> + (fC) &Pl. (7) 

To first order, then, Eq. (7) reads 

-i[Gq" H] = H[4> + fC &P] - H[4>] 

= J d3r(5H/54»fC &po (8) 

On the other hand, using the fact that H generates 
the time motion, we haveS 

-i[Gq" H] = -i J [4>, H]C "&4> = J d3r¢C"&4>. (9) 

Since the Lagrange equation reads, in first-order 
form,9 

(10) 

where A 0 is a particular nonsingular matrix charac­
teristic of the spin of the system, Eqs. (8) and (10) 
together imply that t = A 0 (since C has an inverse). 
This value of f is, in fact, the conventional one. For 
scalar theory, for example, 

so that 

4>a = (4), 71"); 

AO = [~ -~l' 
[4>(r) , 4>(r')] = 0 = [7I"(r) , 7I"(r')], 

[4>(r) , 7I"(r') 1 = i 53(r - r'). 
(11) 

In particle systems, the above type of derivation 
does not determine t uniquely, since the locality and 
translational invariance conditions are not, in 
general, available. Thus in field theory these condi­
tions imply that the t"b for two different "degrees of 
freedom," represented by the fields at two different 

8 Note (as shown in the Appendix of reference 1) that 
&b" must commute with H even if it anticommutes with some 
of the .pb (which is the case for Fermi fields). Briefly, a.p. 
would fail to commute with an odd power of Fermi fields in 
H, but if such terms existed they would also give rise to non­
local parts in the Heisenberg equations of motion, in contra­
diction with the locality assumption. 

• For the independent field variables .pa, the Lagrange 
equations in first-order form take on the simple Hamiltonian 
structure of Eq. (10) (see reference 1), where the variational 
derivative in Eq. (10) is identical to the one defined in Eq. (8). 
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space points, is the same (i.e., tab is independent of r). 
In ordinary quantum mechanics, no simple require­
ment forcing t to be the same for all the (discrete) de­
grees of freedom is available. to Of course, to the 

10 Naturally, if one postulates f to be the same for each 
degree of freedom in the particle case, the canonical results 
then follow, except in the one-dimensional case (e.g., Wigner's 
example). The latter system is anomalous since the derivation 
in text clearly requires more than two independent operators 
in the complete set [ef. Eq. (4)]. 

JOURNAL OF MATHEMATICAL PHYSICS 

extent that ordinary quantum mechanics can be 
viewed as the limit of local field theory, our results 
also apply to it. 

Finally, it should be noted that the derivation 
used here did not utilize the spin-statistics connec­
tion. From the result t = A 0, the connection then 
follows as a consequence of the symmetry properties 
of A 0 and certain assumptions on TCP invariance, 
as in reference 1. 
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8 = (KMO - K M •N + 1)2, t = (K10 + K MO)\ 
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pq = pq - Poqo· 

We take all masses equal to m, and the coupling 
in the Lagrangian is of the form g(3)r/>3 + g(4)r/>4. 
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Kota (1"""1,1 sl a".',N 

FIG. 1. T = K 10 + K MO = K M •N + 1 + K 1 ,N+l. 
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The scattering amplitude F is defined by 

S = 1 + i(2'lIlo(KIO + K MO - K M.N+I - K1.N+I) 

X [(271")-1]4(16EIE 2E:J?4r1 F. (2) 

In Fig. 1, the Greek letters in the diagram associated 
with each internal line correspond to the numbering 
of the Feynman parameters. The Feynman ampli­
tude F~ is easily seen to be 

2(N+M) (M-l) (N-l)[~JNM(_I)M+l(N + M - 1)' 
g(3) g(4) (271")4 . 

I 1 [Disc~t+M-2 0[1 - L: (a;; + E'i)] OO'i dE'i 

X 10 ... 10 (Di)~+M 

All the information needed is contained in the 
matrix displayed in Fig. 2. The quantity D~ is the 
determinant of the matrix and may be written in 
the form 

D: = A ~s + BAf.t + CAf.m2, (4) 

where A~, B~, and C~ are homogeneous poly­
nomials in the Feynman parameters. The quantity 
Disc~ is the determinant of the matrix with all 
external momenta set equal to zero.' 

(a) I 

(b) 

(c) 

A~ E~ 0 

E~., A~ E~ 

0 E~ A' M 

0 0 E~ 

, 
0 0 0 

·KMOE~ 0 0 

I I 
I I 
I , 
, I 

0 

0 

E~ 

A~ 

, 

0 

0 

I 
I , 

I 

0 

0 

0 

0 

i-----~ 
-----~ 

The matrix A'M' 

, ("") .. , EM" : EM z(€N+l,I.···,E'N+I ... l 

"'M 

-KoooElo 

0 

0 

0 

FIG. 2. 

(3) 

We now perform a change of variables: 

Eii = rijK, 1 ~ i ~ N + 1; 1 ~ j ~ M, (5) 

l~i~N+l. 

The Jacobian of this transformation is 

(6) 

Now, according to Federbush and Grisaru, the 
high-energy behavior of the scattering amplitude 
F~ is determined by the contribution to the integral 
(3) of points in a'ir'iK, space for small K,. Hence we 
set the K, equal to zero everywhere except in the 
coefficient of s. We now require the formula 

11 11 (al '" aN+ly-1 
001 ••• daN+I ( + C).+l 

o 0 al •.• aN+IS 

(p - I)! (q - p)! (In S)N (7) 
.::: q! C· p+IN! sP 

which is a generalization of a formula given in the 
Appendix II to FG. Mter performing the integration 
over the K, using (7), we find 

[ 

2 JNM 
FM 2(N+M) (N-l)(M-l) ~ (_I)M+l 

N ~ g(3) g(4) (271")4 

X II ... 11 

daii dri; 5(1 - L: ai;) 
o 0 i. i 

Ii 0(1 - t rii)(Disc~)N+M-~ 
X i-I ;-1 

(A~)M(B~t + CAf.m2
)"'" 

X (M - I)! (N - I)! (In 8)~ , 
N!s 

where we have introduced A~ by 
N+l A: = A: X II K,. .-1 

(8) 

(9) 

• J. S. R. Chisholm, Proe. Cambridge Phil. Soc. 48, 300 
(1952). The quantities B~ and C~ may be expressed in 
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terms of the determinants of the M X M matrices 
A~ of Fig. 2(b) by: 

N 

C: = II IA~I, (10) 
i-I 

B: = C: X ~ (r.~ ai;/IA~I) (11) 

= c~13~. 

We now tum to the problem of finding a con­
venient expression for A~. To this end we return 
to the matrix of Fig. 2(a) and note that we are 
considering the off-diagonal blocks E:V as having 
small entries. All A~ and E~ are M X M matrices 
and there are no other nonzero entries in C, the 
submatrix obtained by deleting the last row and 
column of the matrix of Fig. 2(a). Now let C a~ be 
the cofactor of the a, fJ element of the NM X NM 
matrix C. Then, expanding D~ in terms of its last 
row and column, 

D: = cC,;{ - L Ca.~(E~)a(E~+I)~, (12) 
a.~ 

where 

c = ~ al;t + mf 1 - t, (€)j + €N+I.J l (13) 

The quantity A~ is given by the terms in the 
above sum for 1 ~ a ~ M, (N - 1) ~ fJ ~ NM, to 
lowest order in the €ij by 

A M - "(E1 A,IE2 A,2 E N A,NEN+ 1) N - L..J M M MM'" M M M a~, 
a.1I 

where A~ is the adjoint of the matrix A~. 
Now we make the change of variables: 

ai; = Si;)..; 1 ~ j ~ N; 1 SiS M + 1, 

so that 

M+l 

L Si;=1, ,-I 

a(ai;) 
a(Si;, )..;) 

1 ~ j S N, 

and we make the definitions 

E:w. = KiR:V 1 ~ i ~ N + 1, 

Ai = )..M-ISi A'; = )..M-1S'; 1 < . < N M , M, M , M _ J _ , 

N ..4:: = .J: II )..f- I
, 

;""'1 

N C: = c: II )..j'f. 
i-I 

(14) 

(15) 

(16) 

(17) 

Therefore, we now have 

[ 

2 JNM 
FM 2(N+M)g(N-1)(M-I)(_I)M+I ~ 

N ~ g(3) (4) (2'nl 

lIN ( M+I) 
X [ .,. [ dr,; ds;; II ~ 1 - L S;; Jo ... o i-I i-I 

X (In s): Ii ~(I - i: rii) 
N! S i-I ;-1 

X (C:~M~2 (M - I)! (N - 1)! 
(A N) 

1 I ~(1 - ± )..;) 
X [ d>"1 ···1 d>..N 13 M ,-1 2 N • 10 0 (Nt + m) 

But from Eqs. (11) and (15), 

M N ( 1 M+l ) EN = L -. II Sij)..; . 
;-1 IS:VI i-I 

(18) 

(19) 

We may therefore apply the Feynman identity 
to do the )..j integrals: 

N ( 1 M+1 2)-1 II -I -; II sijt + m . 
,-1 SMI .-1 

(20) 

We now have 

F M 2(N+M) (N-l) (M-I) ~ (_1)M+I 
[ 

2 JNM 

N ~ g(3) g(4) (2'n/ 

X [ ... ds i ; II ISkI M
-

2 I 11 N 

10 0 ;-1 

N ( M+l) 
X 11 ~ 1 - t; Si; 

[ 

N ( 1 M+I 2)J-l 
X g ISkl gSi;t + m (M - 1)! 

N+l ( M) 

1
1 11 II ~ 1 - L ri ; 

X .. . dr .. • -1 ,-1. 
o 0" (.J~)M 

(21) 

m. FACTORING OF THE t DEPENDENCB 

We shall now show that the integral over the rii 
may be factored into the form 

N 

II fM(SIj, "', SM+I.;). 
i-I 
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Let 

IN = (M - I)! f ... f dr' i 

I~ 0(1 - ~ r i i ) 

(22) 

where 
(23) 

and GO is the unit M X M matrix. 
By performing the rN+l.i integrals for 1 ~ j ~ M, 

using the Feynman formula, we find 

IN = 11 ... 1' 11 g d': B '(1 
- t, , .. ) (24) 

o 0 II~ N 
L.J ruG,; 

;=1 i=l 

By Eq. (23), 

f rliG~i = f rN.k(S',';:)ki( f r1.G~k-1). (25) 
i=l k-l i=l 

Now we use the Feynman formula again to write 

1 

Finally, therefore, 

1
1 0(1 - Lx') 

••• dXM M M ' 

o II L Xj(S'Zh; 
k=l i=1 

(27) 

which shows that 

1 

... dxu MM' IN = I N- 1 X 10 dX1 1
1 0(1 - Lx;) 

o II L x,(S'Z)ki 
k-l i-I 

= IN- 1 X tU(SiN, ... ,SM+l.N)' (28) 

Now, since S~ is the same function of the Si; for 
each i, the factoring is demonstrated by induction. 

= (M - I)! [ dX l ••• [ dXM 

0(1 - LXi) 
X -=~------~;--------[L x,rN.k(S':)dliG~k-11M 

Before writing down the final result, we will find 
(26) an explicit expression for IA~I. 

iik 

Then 

o 

o 
o 

o 
o 

o 

o 
o 

(30) 

where Lp denotes the sum over permutations of 
the indices and (iI' ... , i M ) is a permutation of M 
of the integers from 1 to M + 1. 

Proof; Proof is by induction on M. 
For M = 1, a l 

= al + a2 and the statement is 

Let aM = 

o 
o 
o 

o 
o 
o 

(29) 

obviously true. Now, expanding aM in terms of its 
last column and row, 

1 2 ~ 
- (M _ 2)! au ~ a,. '" ajM_.· (31) 
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But notice 

and the statement is proved. 
So we have, at last, an expression for the high­

energy behavior of Fl>J.: 

gram of Fig. 1 is a simple generalization of the Regge­
type behavior of the ladder diagrams considered by 
FG. From the work of LS, we know that for the case 
M = 1 (that is, for two particles in the t-channel 
intermediate state), the asymptotic limit of the sum 
of ladder diagrams is equal to the sum of the asymp­
totic limits, at least for the leading term. This leads 
us to the belief that the same may be true for 
arbitrary M: 

FM (_1)M+1 2(N+M) (N-I)(M-I) ~ 
[ 

2 JNM 

N ~ (/(3) (/(4) (2 )4 __ r 

X r (t)]N (In S)N 
l~M N' M' • S 

where 

and 1M is given by Eq. (28). 

IV. CONCLUSION 

-L F% ~ const X s-M+aM(t). (35) 
N-l .-tCO 

In fact, our results suggest that (1) in general, M-
(33) particle bound states will give rise to Regge poles, 

(2) the M -particle Regge pole furthest to the right 
starts at l = - M + 1 for infinite t, and (3) in analogy 
with the results of LS, assuming the validity of an 
expansion of the position of the pole in powers of the 
coupling constant, the binding energy of an M­
particle state may be calculable. Of course we have 
not proved the analyticity in the l plane that this 
implies; it is apparent that our results are more sug-

(34) gestive than substantive. 
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A formal theory of three-particle scattering in a plane is developed using integral equation methods. 
Expressions for the scattering amplitude and cross section of elastic and inelastic collisions are derived. 
The effects of indistinguishability of the colliding particles are discUBBed. 

I. INTRODUCTION 

THE theory of three-body scattering in its general 
case has obvious applications to ionic and chemi­

cal reactions; in spite of well-known difficulties it 
may even be possible to compute the rate constants 
for such simple cases as three-body electron attach­
ment to hydrogen atoms. Such calculations can be 
approached via the standard method of collision 
cross sections, or alternatively, by means of an ap­
propriate representation of the scattering operator. l 

Investigations of some aspects of three-body col­
lisions have been carried out by Delves2 and by 
Gallina and coworkers.3 The latter have obtained 
the Green's function for three-particle scattering in 
three-dimensional space, but for S waves only. 

Recent developments in the theory of generalized 
angular momentum representations·· 5 are admirably 
suited to the treatment of three-particle collisions. 
For the present we shall restrict our investigation 
to motion in a plane, emphasizing developments 
which can be utilized in the extension of our treat­
ment of the problem to three dimensions. 

Smith's formalism'·5 for treating three-body 
collisions is expressed in terms of a generalized angu­
lar momentum operator A, components of which 
are given by 

(1) 

where m labels the order in which the particles are 
paired, e.g., 1 to 2, and 3 to the 1-2 pair, k and l 
are particle indices, and i and j denote the cartesian 
components of the appropriate position (momentum) 
vectors. The symbols m~i and m':C; represent the 
"normalized" position and momentum of the ith 

* This research was supported by the National Aeronautics 
and Space Administration and the National Science Foun­
dation. 

1 F. T. Smith, J. Chem. Phys. 36, 250 (1962). 
2 L. M. Delves, Nucl. Phys. 9, 391 (1958-59); 20, 275 

(1960). 
3 V. Gallina, P. Nata, L. Bianchi, and G. Viano, Nuovo 

Cimento 24, 835 (1962). 
• F. T. Smith, Phys. Rev. 120, 1058 (1960). 
• F. T. Smith, J. Math. Phys. 3, 735 (1962). 

and jth particle pairs in the center of mass system 
with coupling order m: 

(2) 

in which 

(3) 

In this representation the center-of·mass position 
X and momentum P are given by 

(4) 

From the variables (2), one can form several inde­
pendent dynamical variables related to angular mo­
mentum of which 

A2 = 1, L /Akl
/
2 

2 'J' (5a) 
iikl 

1:, L 12 Ad, (5b) 

Ll A:;, (5c) 

L2 = Ai~, (5d) 

L = Ll + L2 , (5e) 

Y = Ll - L2 , (5f) 

are the most important; they become operators 
upon making the appropriate quantum-mechanical 
replacements, e.g., m7r: -+ ih (a;am~~). Since the 
motion in the center-of-mass system embodies four 
degrees of freedom, a full description of the assembly 

622 
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of particles must contain four and only four inde­
pendent dynamical variables (exclusive of those 
associated with internal structure), one of which is 
conveniently taken as the kinetic energy K. Three 
useful choices of the other three are (A) A2

, Land 
~t' (B) A2

, Land Y, and equivalently (C) A
'l
, L j 

and L2 • With the aid of raising and lowering operators 
for the appropriate dynamical variables, SmithO has 
constructed specific representations of the unitary 
transformations connecting representations (A) and 
(B); representations (B) and (C) differ only by a 
phase factor. The elements of the transformation are 
identical with the b coefficients contained in expres­
sions (29) and (30) of reference 5. Representation 
(A) has been appropriately termed symmetric be­
cause all three particles are treated on a completely 
equal footing. On the other hand, representations 
(B) and (C) depend upon the order in which the 
particles are pa.ired; hence they are not treated on 
an equal basis and we call them asymmetric. This 
can also be stated in terms of transformation proper­
ties under a change in the pairing order; this in­
volves an orthogonal transformation of the fs and 
11"s, called by Smith a kinematic rotation. Repre­
sentation (A) is invariant under such a transforma­
tion while (B) and (C) are not. 

One can attach the following physical significance 
to the dynamical variables L, L l , L 'l , A2

, and ~t. 
That of L, L l , and L2 is immediately apparent: they 
are respectively the total ordinary angular momen­
tum, the ordinary angular momentum of particles 
1 and 2 about their center of mass, and the ordinary 
angular momentum of particle 3 about the center 
of mass of particles 1 and 2. Actually we should 
add a prefix to Ll and L2 to denote the order of 
pairing of the particles, e.g., ",L l • Smith4 has related 
(classically) A2 to the kinetic energy K in the center­
of-mass system and a three-body "impact parameter" 
R by the equation 

A'l = 2fJ.KR2 , (6) 

where R is defined as the minimum value of p = 

[Li,; Ct)2]i on a straight-line trajectory. Hence 
A2 is a measure of the tendency of the three particles 
to simultaneously pass through a given region. We 
now raise the question, how closely for a given value 
of R does the system approach the situation in 
which the particles are equidistant at the instant 
of time when p = R? In other words, when would 
IXI - x'l

1 = IX2 - x3
1 = Ix3 - xli? This question 

can best be answered if we first go to the one­
dimensional case in which ~ I and K are the only 
dynamical variables. The particles approach most 

closely when l:, is a minimum and coincide at some 
instant of time if l:, = O. This interpretation of l:, 
can be readily carried over to the planar case; for 
a given value of A2 the particles approach a three­
body collision most closely for ~t = 0 and progres­
sively less closely as ~, increases. Obviously, if 
A2 = 0, we must have l:l = O. 

As Smith has demonstrated, the classical argu­
ment can readily be carried over into the quantum 
domain. When the eigenvalue of the square of the 
generalized angular momentum A2 vanishes the 
particles are coincident at some instant of time and 
the eigenvalue of ~t' (J', must also vanish; this is 
indeed a consequence of the properties of A. One 
can, of course, also characterize the "three-body 
closeness of approach" by A2

, L l , and L 2 , but this 
description suffers from its asymmetry. It is ap­
parent from the foregoing that for a short-range 
interaction potential, the three particles will have 
the greatest probability of undergoing a true "three­
body" collision when the quantum numbers X and (J' 

(which partially characterize the system) are small. 
Although the most appropriate representation for 

treating 3-body scattering is the symmetric one with 
wavefunctions denoted5 by (KAL~t I pie, ;41, fP), 
the coordinates p, ie, 141, and fP are related to 
the "nonnalized" center...af-mass system cartesian 
coordinates ~~, ~~ by intractable bilinear forms. 
Instead we shall employ the asymmetric representa­
tion with wavefunctions (KALY I px¢A>-), or rather 
its equivalent (KALlL2 I PX¢l¢2), returning to the 
set (K, A, L~t) later. The transfonnation equations 
connecting (~\ ~2) and (p, x, ¢l, ¢2) are 

~: = P cos X cos ¢l , 

~; = P sin X cos ¢2, 

~; = P cos X sin ¢l> 

~; = p sin X sin ¢z, 

. h' h 2 ~ ( ;)2 10 W Ie P = £"'.';-1 ~i • 

(7) 

The Schrodinger equation describing the motion 
of the three particles can be written in terms of the 
variables ~l and ~2 or alternatively in terms of the 
coordinates (p, X, ¢l, ¢2)' The former set yields plane­
wave solutions 

in which we have chosen our units such that h = 1 
and the nonnalization is one particle per unit volume. 
The scalar product ~.~ = ~l.~l + ~2.~2 can be 
expressed in terms of the angular coordinates as 
follows: 

~. ~ = kp[cos X cos x cos (¢l - q,l) 

+ sin X sin X cos (¢2 - q)2J, (9) 
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where k = 17C1 and p = I~I; the barred angles fix 
the direction of 7C and the unbarred angles that of f 
One cannot perform a coordinate rotation to a 
system in which X = 0 or X = 0; hence all angles 
must be retained in the computations. 

If we are dealing with a "central" potential, i.e., 
one in which V is a function of I~I only, or one 
which is "almost" central, the coordinate systems 
(PXclhct>2) or p8ct>Cf» are appropriate. The solutions 
of the corresponding Schrodinger equations outside 
the range of the potential are5 

(K}"L1L2Ipxct>1ct>2) = (1/kp)JX+l(kP)~hm,m.(Xct>1ct>2)' (1Oa) 

(K}"L~tlp8ct>Cf» = (1/kp)Jx+,(kp)dxm+a(8ct>Cf» , (1Ob) 

where J X+i (kp) is the Bessel function of the first 
kind of order}.. + 1, k is the magnitude of the 
momentum (e = 2p,K), and 

AZ61xm,m. = X(}" + 2Mxm,m., (11 a) 

L 1.Z61xm,m. = m1.Z61Xm,m., (llb) 

AZdxm+a = }..(}.. + 2)dx ... +a, (11 c) 

Ldxm+a = m+dxm+a , (lld) 

(11 e) 

61Xm,m.(Xct>1ct>2) and dXm+a(8ct>Cf» are given by 

61Am,m,(Xct>1ct>Z) = {[2(}" + 1)]!/211"}eimd
</>,-l .. )e' ... ·(</>,-1 .. ) 

X {[!(}.. - m1 + m2)]! [!().. + m1 - m,)]! 

X [!().. - m1 - mz)]! [!().. + m1 + mz)]!}l (12a) 
!(X-m,-... ,) 

X L (-1)"{K! (m1 + K)! 
.-0 

X [!().. - m1 + m2) - K]! 

X [t(}.. - m1 - mz) - K]!}-l 

dAm+a(<9<pCf» = {[2(X + 1)Jl!211"} 5)t~.-!a 

(2cp,11" - 28, -2Cf». (12b) 

The functions 5)8"( appearing in (12b) are the ele­
ments of the Wigner representation of the three­
dimensional rotation group.6 

In the following section we shall compute the free­
particle Green's function, after which the elastic and 
inelastic three-particle scattering amplitude and 
collision cross section will be treated. In the final 
section we shall extend our development to the case 
of identical particles. 

6 E. P. Wigner, Group Theory and its Application to the 
Quantum Mechanics of Atomic Spectra (Academic Press Inc., 
New York, 1959). 

2. FREE-PARTICLE GREEN'S FUNCTION 

In developing the dynamics of a three-body col­
lision it is convenient to employ the integral ,equation 
methods of Lippmann and Schwinger.7

•
s.9 In this 

scheme the state vector 10) of the system is related 
to the incoming state vector Ii) by the equation 

where V is the interaction potential and G(+\Eo) 
is the free-particle Green's function given in opera­
tor form by 

G(+)(Eo) = lim (Eo - K + iEfl. (14) 
41-+0 

In Eq. (14) K is the free-particle Hamiltonian opera­
tor and E is an adiabatic switching parameter intro­
duced in order to avoid transients in the time 
dependence of the state function during the scatter­
ing process; it has the significance of feeding in the 
incident wave over a period of time rather than re­
leasing it suddenly.s The positive sign adjacent to 
E in (14) ensures outgoing scattered waves. In position 
coordinate representation we have 

(~IO) = (~Ii) + J G1:>C~, ~') V(~')(~' 10) d~', (15) 

where 

using the linear momentum representation of the 
operator G1+); the symbol p, represents the reduced 
mass and the integral is taken over all momentum 
space 7C. The scalar products 7C.~ are now expressed 
in terms of the hyperpolar coordinates (x, ct>1, ct>2) 
as in Eq. (9). After carrying out the integration over 
the azimuthal angles ct>1, ct>2, we obtain 

G(+)(t" t"') l' 2p, 
k. <" <, = 1m (2 )4 

E_+O 7r 

X 1m 11
" JO(krl cos x)JO(kr2 sin x) 

o 0 k2 
- e + 2ip,E 

X ! sin 2x dxe dk, (17) 

7 B. A. Lippmann and J. Schwinger, Phys. Rev. 79, 469 
(1950). 

8 M. Gell-Mann and M. L. Goldberger, Phys. Rev. 91, 
398 (1953). 

• G. Gioumousis and C. F. Curtis, J. Chern. Phys. 29, 
996 (1958). 
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where 

r, = [~2 cos2 X + e2 cos2 X 

- 2~r cos x cos X cos «($, - ;;',)]i, 

r 2 = [~2 sin2 X + e2 sin2 X 

- 2~e sin X sin X cos «($2 - ~2)]t, 

and the directions of ~ and e are specified by the 
sets of angles (X($,($2) and CX~'~2)' respectively. 

Using a theorem due to Sonine,'o one can im­
mediately integrate over x, obtaining the result 

G(+)( ') - l' ~! 1'" J,(kr) k2 dk 
kc ~,~ - 1m (2 )2 k2 _ k2 + 2' 

,~+o 11" rOO '/,J.l.f: 

- r ~ ! ~ [1'" kJoCkr) dkJ (18) 
- ,~o (271/ r ar 0 k~ - e + 2iJ.l.E ' 

in which r = (ri + r;)!. The integral in (18) which 
we shall call I can be evaluated by constructing a 
contour of integration in the complex plane such 
that outgoing waves are guaranteed. To do this, 
one first expresses Jo(kr) as a sum of Hankel func­
tions of the first and second kinds; 

JoCx) = HH~')(X) + H~2)(X)], (19) 

thus recasting the integral I in the form 

. 1 1a> H~l)(kr)k dk 
I=hm- e 2 • 

0-+0 2 0 0 - k + 2tJ.l.E 

. 1 1a> H~2)(kr)k dk 
+hm- 2 2 ., 

,~+o 2 0 ko - k + 21,J.l.E 
(20) 

The first integral I, in (20) is evaluated by means of 
Cauchy's integral formula and the appropriate con­
tour of integration shown in Fig. l(a). 

. [11'" H~l)(kr) 
hm 2- k2 _ e + 2' k dk 
.-+0 0 0 tJ.l.f: 

1 f H~')(kr) 
+ '2 c k~ - e + 2iJ.l.E k dk 

1 fO H~l)(kr) ] 
+ '2 ; a> k~ - k2 + 2i}J.E k dk 

;G) 
t--.!..L-_.....,G) 

101 (b) 

FIG. 1. Contours of integration for integrals [, and [2 
{Eq. (20)]. 

(18), we obtain 

G(+)(t: t:1) = iJ.l. ~ H(l)(kr) (22) 
ko ."., 411" r 1 , 

or, asymptotically for large ~, 

(23) 

where 

a = cos X cos X' cos (cJJj - cJ>D 

+ sin X sin X' cos (cJ>2 - cJ>~). (24) 

In addition to expressing Eq. (15) in the linear 
momentum representation we can also cast it in 
terms of generalized angular momentum eigen­
functions 

(~\KXm,m2) or (~\KAm+u); 

G~:)(C ~') = L (~\KXm,m2) 
)."hmtl 

X (KXm1m2 \Gt) \ KXm,m2)(KXm,m2\~') 

= lim 2# L: JJ)..ml",,(£M~mlm.(£') t!' 
f-+O ~mlmll .;;C;; 

X ~~, H~~),(ko~)J).+1(kon; 
and 

~ > e, (25) 

= 2m Res (ko). (21) G~:)(~, r) = L: <~\KXm+u) 
The second integral in (21) vanishes because H~l) (Z) 
approaches zero in the limit \Z\ approaches infinity. 
Using the contour of integration shown in Fig. l(b), 
the second integral 12 in (20) is computed in a similar 
manner. Substituting the solutions of 1, and 12 into 

10 G. N. Wa.tson, A Treatise on the Theory of Bessel Func­
tions (Cambridge University Press, London, 1952), 2nd Ed., 
p.376. 

).",+cr 

X (K"Am+u \Gt) \ KAm+u)<KXm+u\~') 
= 1I"J.l.i L: g).m+~(€)g~m+~(€') 

).m ... " 

~ > e· (26) 

It is interesting to note that the Green's function 
of N free particles moving in a plane can be derived 
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with the aid of a suitable generalization of the above 
method. The asymptotic form 

G!+)(~, e)N 

e-; <i+iN).. kN - 5!2 

Ii- exp (ik I te - te'l) (27) 
(211y-t 1 ~ - e IN - J .... 

is derived in Appendix A. The vectors ~ and ~ are 
generalizations of Eq. (2) to N bodies: 

N-l 

~= L:~;, 
i-I 

3. THREE-PARTICLE ELASTIC SCATTERING 

Having derived the Green's function we are now 
in a position to investigate three-particle scattering 
dynamics. 

Asymptotically the wavefunction of the system 
takes the form 

'lI",m "'-' CPk,m + e-; .. !4 ~ e;k~l(fr;, fro), (28) 

where t(fr;, fro) is the three-body scattering amplitude 
given by 

fC A A) Ii- (''' rl 
.. r2r 12 

.. -'k~'av(I:.' 'A.'A.') 
7r,, 7ro = (211) 10 10 10 0 e <;X'I'I'l'2, 

X 'lI",<ex'cprcp~H sin 2x' dx' dcpr dcp~,3 de. (29) 

The symbol a has the same significance as in (24) 
and fr; and fro represent the directions of the in­
coming and scattered three-particle momenta, re­
spectiyely. Alternatively, the scattering amplitude 
can be expanded, with the aid of (25), in a series 
of generalized angular momentum eigenfunctions 

scattering amplitude in the generalized angular 
momentum representations (Xmlm2) or (Xm+er) rather 
than as an explicit function of the coordinates 
(XCPICP2) or (E>CP<I». The transformation coefficients 
are just the generalized angular momentum eigen­
functions 

L: ,g~".,m,(XCPICP2)f>:::m" ;m,m, ,,gA'''', ' .... ,(x'cprcpn 1 

Aml m • 
).'ml'm2' 

f(E>cp<I>; E>' cp' <I>') 

L: fJ~mH(E>cp<I»t~A;m+' ;aa,fJA'm+'a,(E>'cp'<I>'). 
>"m+G" 

,,"'m'O'" 

(31) 

(32) 

Inverting the expansions (31) and (32) and employ­
ing (30), we obtain, for t>:::""';m,m,' and f~~"'+';aa" 

t~A:m";m,m,' = (27r)1 ~ (_1)A J JA+~~kn ,g~m, ... 
X (£')V(e)'lIA'm,'''''(~') dr 

f>::;",+;aa' = (211-)1 t: (_l)A 
k 

X J JA+~~k~') fJ~m+a(~') V(~')'lIA'''''a'(~') d~', 

(33) 

(34) 

where (j is merely a phase angle. The scattering 
amplitude is easily transformed from one gener­
alized angular momentum representatioI'l to the other 
by means of the unitary transformation 

f~~"+'aa' = L: bA(m_, er) 
m-m_' 

X f~A; .. +, ; .. _m_,bA,(m~, er'). (35) 

t(fr, , fro) = (27r)1 ~ L: (-l)~~.hm,m,(fr,) 
Amt m • 

X J J~+~~kn ,g~m,,,.,(~') V(e)'lI ",(~') de. 

A variational method for computing the scattering 
amplitude corresponding to the two-particle collision 
process has been developed by Schwinger.ll This 

(30) procedure can be suitably adapted to the three­
particle case by expressing the scattering amplitude 

For many purposes it is more useful to express the as 

A _ [J l/;*mUw exp (i~;·~) d~J[J exp (-i~o'f)U(f)I/;(~') d~'J 
l(fr

o
,7r;) - [1/;*muwl/;w d~ _ k'~;;;;4 ff I/;*(~)U(~) ~ U(f)I/;(~') de d~J ' 

(36) 

where R = I~ - el and Um = li-V(~). Variation of 
1 with respect to 1/;* then yields Eq. (29). The utility 
of this principle lies in computing wavefunctions I/; 
which make the scattering amplitude on extremum, 

and therefore presumably give a best fit to it. In 
practice this is carried out by writing the wave-

11 D. R. Bates, Quantum Theory I. Elements (Academic 
Press Inc., New York, 1961), p. 350. 



                                                                                                                                    

THREE-PARTICLE SCATTERING I. PLANAR CASE 627 

function of the system as a function of various 
parameters, e.g., 

(37) 

Variation of I with respect to the expansion param­
eters a, results in the set of simultaneous equations 

allaa, = 0, (38) 

which are then solved for a,. This procedure, of 
course, yields only an upper or lower bound to the 
magnitude of the scattering amplitude depending 
upon whether the potential is repulsive or attractive; 
the "goodness" of the approximation depends upon 
an adroit choice of the basis (cf>,). It is hoped that 
this approach can be exploited in the eventual treat­
ment of actual three-body problems. 

In two-particle scattering, the differential scatter­
ing cross section u(8, "') is related to the scattering 
amplitude by the equality 

(39) 

where (8, "') fix the orientation of the outgoing with 
respect to the incoming momentum. Derivation of 
the three-particle analogue of (39) can be ap­
proached in two ways which, of course, must yield 
the same result. The first one is based on the ele­
mentary definition of cross section 

u(~o, ~,) = [ijout!/!jinlJe dn, (40) 

where jin and jout are the probability current densi­
ties of the incoming and outgoing particles, respec­
tively, and ~3 dn is an element of "surface area" of 
a large hypersphere the center of which is coincident 
with the center of scattering. The probability cur­
rent densities are given by 

jout = (1/2i.u)[~~oV~8o - (V~~c)~.c], (41a) 

jin = (1/2i.u)[cf>~Vcf>i - (Vcf>~)cf>d, (41b) 

where ~.c and cf>i are the scattered and incident wave­
functions, respectively and .u is the reduced mass. 
The normalized wavefunctions cf>i and ~8C are 

cf>i(~) = [l/(211lJ exp (i~·~), (42a) 

~.oW = (k!/~!V'''/4e'k</(fro, fr,), (42b) 

from which we obtain, with the aid of (41) and (40), 

(43) 

The cross section u has the dimensions of length 
cubed since I(fro, fr,) can be shown to have dimen­
sions of length squared. 

We make the second approach via the appropriate 
matrix element of the transition rate amplitude 

R ...... , corresponding to the collision process 

u(~o,~,) = (211/Vo)p(E) !R ..... ,1 2
, (44) 

where Vo is the velocity of the incoming particles 
given by Vo = kl.u, and peE) is the number of final 
states per unit energy: 

ka dk .uk2 
peE) = (211')4 dE dn = (211')4 dn. (45) 

The matrix element in question is (0 I VI i) which 
can be recast in the more useful form9 

R ....... , = lim -ie(~o!~,), (46) 
E-+O 

or, explicitly in terms of (42), 

R ...... , = lim (-ie) 1'" 11
" 12

" 127r exp (-i~o~) 
4:-+0 0 0 0 0 

X [exp (i~,·~) + ~e'k<e-'''/4e-,p</kl(fro, fr,)}a d~dn, 
(47) 

in which the factor e-·p</k is introduced because of 
the requirement that we replace the energy E by 
E + ie when we move into the first quadrant of the 
complex plane. The term containing exp [i(?C, -~o) . ~J 
contributes a delta function which is of no interest 
since it indicates no scattering. In order to carry 
out the second integration, one must expand the 
plane wave (momentum eigenfunction) exp (-i~o'~) 
in a series of generalized angular momentum eigen­
functions J].m,m. (see Appendix B). Making this sub­
stitution in (39), and changing the lower limit of 
the ~ integration to some large but finite value r, 
we obtain 

R ...... , = lim (-ie) L (211')2(_'/,')X 
1_+0 ),mlm. 

X gj~m,m,(x'cf>~cf>Df(xcf>1cf>2; X'cf>1cf>2) 

X e d~ sin x' cos x' dx' dcf>(cf>;. (48) 

The artifice of assuming a large finite value for the 
lowe~ limit of the integral over ~ is quite legitimate; 
the mtegral f~ can be split into a sum f~ + f~ 
wherein the second integral g is finite and there­
fore yields no contribution to R ... , .... , in the limit e 

approaches +0. Since the value of ~ is large in the 
region of integration, the Bessel function JX+l(k~) 
can be replaced by its asymptotic form. With the 
aid of (31) we obtain 

R ....... , = [(211')J/,uJf(fro, fr,). (49) 
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Finally one again arrives at the relation between the 
scattering amplitude and cross section when the 
form of R ...... , given by (49) is substituted into (44). 

(43) 

wherein t(ii-o, ii-,) can be represented in (Xcfh¢2) , 

expansion of rPi(~) in generalized angular momentum 
eigenfunctions (see Appendix B), we can equate the 
coefficients of e'kf and e-'kf appearing in the two 
forms of 'I' "i(~) and solve for AAm,m,: 

(52) 

(x¢-rP+) or in (;e, ;<P, cp) coordinates. and 

4. PARTIAL-WAVE ANALYSIS 

One of the most useful methods of analyzing low­
energy two-body scattering is the expansion of the 
scattering amplitude in "partial waves" each of 
which is associated with a definite orbital angular 
momentum. The simplest case is that of a "central" 
short-range potential, i.e., V = V(l~l). Although of 
very great importance in two-particle scattering, 
this appears at first glance to be a very unphysical 
interaction when one extends it to the three-particle 
case. Nevertheless, consideration of the connection 
between l~l and the moment of inertia of the three 
particles about an axis through the center of mass 
and perpendicular to the plane of the particles, i.e., 
1 = }Joe where }Jo is the reduced mass and 1 is the 
moment of inertia, shows that it is reasonable, at 
least to first approximation. If the particles must 
simultaneously be within a certain distance of each 
other for the potential to act, the moment of inertia 
1 must be less than some value 10 • A "square well" 
potential would then have the form 

(50) 

If (50) does represent the interaction potential, 
the solution to the wave equation can be separated 
into radial and angular parts; the general solution 
is of the form 

where RA(k~) approaches 

(l/k~)! sin [~ - H2X + 1)71" + '1A] 

asymptotically; the '1A are the three-body X-dependent 
scattering phase shifts. Now the wavefunction of the 
system, 'I' ... (~), can also be expressed as a function 
of the scattering amplitude (28). In addition, the 
asymptotic form of (51) can be separated into a 
part containing the common factor e'kf and another 
part containing the common factor e-'k~: After the 

(53) 

By comparing (53) with (31) and (33) it becomes 
evident that 

tAm).,'m, , m,m,' - (271")£ (e2i~A 1)'. • - ik2 - UA)., Um,m,' Um,m,' 

More complicated cases involving "noncentral" po­
tentials will result in more complicated expressions 
for t~).:m,' .m,m,' or alternatively t;:;m+, .•• ', which have 
off-diagonal terms and involve phase shifts labeled 
by ml and m2(m+ and 0'). A general treatment of 
such potential functions, an example of which is 

VW = Vo(IW(l + ~1.~2); 
(~)2 + a~l. e < (~O)2 

= 0; (~)2 + ae. ~2 > (~O)2, (55) 

will be deferred for a future paper. 

INELASTIC SCATTERING 

Inelastic scattering is possible if one or more of 
the particles has internal structure or two of the 
particles can combine. Typical examples of the latter 
are three-body attachment of electrons to neutral 
atoms, three-body electron-ion recombination, and 
formation of diatomic molecules by means of three­
body atomic collisions. The case in which the 
number of free-particles is conserved will be con­
sidered first. 

If the three particles all have internal structure, 
the free-particle wavefunctions are of the form 

¢, = [1/(271")2]Rm(p)SnCO')T,,( T) 

X exp [i('7C~. ~1 + '7C!. ~2)], (56) 

where Rm(P), S,,(o'), and T,,(T) represent the internal 
structures of the particles. The Green's function 
(14) of the three-body interaction then takes the form 

(57) 
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If we now make the substitution 

(1/2j.L)k;.A = E - EA - E. - Ep, (58) 

and carry out the integrations indicated in (57) using 
the methods of Sec. 2, we obtain 

L ij.Lkp ,AHi1l(k",>. I~ - ~'D 
G(+)(I: • 1:' , , ') - -"'e·=A ___ :---_~ __ _ 

B ..,PUT,.., pUT - 411' I ~ _ (I 

x R,.{p)S.(u)T,,( T)R~(p')S~(u')Tt( T') 

for the Green's function, and thus, 

ift(~, p, U, 1') = 9'(~, p, u, T) 

+ J G1+)(~, PUT, rp'U'T')V(~', p'U'T') 

X ift(~', p', u', T') df dp' du' dT' 

(59) 

(60) 

for the wavefunction of the system. As in Eq. (56), 
the wavefunction ift(~, p, u, T) is separable and can 
in general be written 

ift(~, p, u, T) = L iftl'.,,(~)RI'(p)S.(u)T)..( 1'), (61) 
p.A 

which allows the "external" wavefunction to be 
expressed as 

ift".,,(1;) = ¢P"'''A''(~) apI''' ... " . A>' " 

+ I',~" J G~:i(~, r)(j.LVA W(~') I j.L'V'A') 

X ift",.,)..·(~') d~', 

where 

(j.LVA W(r) I j.L'V'A') 

= J Rip')S.(u')T>.(T') V(r, p', u', 1") 

X RHP')S;, (u')Tt( T') dp' du' dT'. 

(62) 

(63) 

Taking the asymptotic form of G1+) [Eq. (23)], we 
obtain for (63) 

ift ""p.).(l;) = ¢P"'''A,,(l;) app" ... " . A>' " 

The scattering amplitude is then given by 

f(11-:,A, 11-~,.,>..) = (2:)1 J exp (-ikp.)o.~'a) 

(64) 

X (p.vA W(~')I p.'v'A')ift"',p·.·}..,(l;') d~'. (65) 

If two of the particles, which we shall assume to be 
structureless, are bound together in the final state, 
we have a situation in which 1~21 is imaginary, or 
eq ui valen tly 

x = !1r + ia, 

where a is real. The Green's function of system then 
takes the form 

X J exp (ik cosh an 1~2 - 1;~1 cos ¢2) k dk -1.l. 

k2 
- e + 2ip.E "'0/2 

= [2p./(21r) 2] L ¢,,(1;l)¢~(1;D!(1ri) 
" 

(66) 

where ¢ .. (1;I) are the energy eigenfunctions of the 
bound (12) pair. Because the energy spectrum of 
this pair is discrete, the "angles" a" can assume 
certain allowed values only, which are related to the 
internal energy of the pair En by the equality 

E~2 = -(1/2p.)e sinh2 
a,.. (67) 

In the asymptotic region, G1;~ .. takes the form 
''11:/4 

G1"':: .. (1;, ~') = (';11')1 ¢'.(~I)¢~(W 

X exp (ik" 1~2 - ~~D (68) 
k! 11;2 - ~~It 

where k ... == k cosh a". Using Eqs. (15) and (68) 
one can immediately write down the wavefunction 
of the system: 

where 

1( .... 0 ""') Po 
?r .. , '/I = (211')1 

X J exp (-i~2"'~2)¢n(l;1)V(l;)ift,,/l;) d~ (70) 

is the three-body scattering amplitude corresponding 
to the rearrangement process. This treatment can 
be readily generalized to the case of particles with 
internal structure. 

Computation of the inelastic cross section in 
terms of the scattering amplitude (65), by the 
methods of Sec. 4, yields 

u ..... , " •. ;(n' --? n) = (k!/kn ,) 1/(11-~, 7i-!,) 12 , (71) 
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where k". represents the momentum of the incident 
particles, and n' and n represent the quantum 
numbers of the internal states of the three incident 
particles before and after scattering, respectively. 

The cross section for scattering into a given exit 
channel can also be expressed in terms of the three­
particle scattering matrix which connects that exit 
channel with the entrance channel. Normalizing the 
wave function of the system to unit flux in the 
entrance channel we can write the hyperradial 
part asl2 

{ [
. 2X + 1 )] X 0"11' exp -t k.,.~ - 4 'II' 

part of which is associated with elastic scattering 
and the imaginary part with inelastic scattering. 

6. IDENTICAL PARTICLES 

In the foregoing treatment of three-particle scat­
tering we have considered distinguishable particles 
only. If we are to extend the case to indistinguishable 
particles (fermions or bosons), the wavefunctions 
must be properly symmetrized: 

y, = (6)-! L: t<l'CP 
<l' 

(76) 

where pi and Xi are the momentum and position of 
particle i in the laboratory system, CP is the particle 
permutation operator and t <l' is described by 

(72) t <l' = 1 bosons, 

the angular part as 

F.,. (Xifilifi2; X¢I¢2) 

= c9~> 'm, > .... ,. (Xifilifi2)c9., 'm,,' m.,· (X¢I¢2) 

in the (Xm1m2) representation, and the internal part 
as I(p, u, 7'), where p, u, and r are the internal co­
ordinates of the three particles. The total flux in 
the outgoing channel is obtained by squaring the 
modulus of the complete wavefunction RFI and 
integrating over the hypersolid angles 0 and the 
internal coordinates of the particles: 

flux out = J IR'Y'Y' (~W IF.,· (Xifilifi2; X¢1¢2) 12 

X II(pur) 12 dO dnv.,.r dp du dr 

= (2'1I'/k)S 10'Y'Y' - S'Y'Y.I\ (73) 

where v." is the hypervelocity of the particles in the 
exit channel -y'. Using the definition of cross section 
(40) and the fact that the entrance flux is unity, 
the cross section for exit channel -y' can be expressed 
as 

ul'Y--Y') = (2'1I'/k)SI0'Y'Y' - S'Y'Y.1 2 (74) 

For the case of scattering by a "central" potential 
(Sec. 4) the phase shifts 7J. can be related to the 
diagonal elements of the scattering matrix by the 
familiar relation 

(75) 

where 7J. is in general a complex quantity, the real 
12 See, for example, J. M. Blatt and V. F. Weisskopf, 

Theoretical Nuclear Physics (John Wiley & Sons, Inc., New 
York, 1952), p. 519. 

t<l' = 

-1 for an odd number of permutations} f . 
+1 f b f 

. ermIOns. or an even num er 0 permutatIOns 

If we transform to the ~ - '1C coordinate system of 
Eq. (7), (73) then takes the form 

y, = exp (tP.X)(6)-i{exp [i('1Cl.~1 + '1C2.e)] 

+ 7J exp [!i('1C1• ~l _ '1C2• ~2 

- V3 '1C1·e - va '1C2• e)] 

+ 7J exp [!i('1Cl.~1 - '1C2.~2 

+ va '1Cl.~2 + va '1C2.~1)1 
+ 7J exp [i(-'1C

1'f + '1C
2
·e)] 

+ exp [ti(-'1Cl.~1 - '1C2.e 
+ V3 '1C

1·e - va '1C2• e)] 

+ exp [ti(-'1C
1·e - '1C2·e 

- va '1C
1·e + V3 '1C

2·em, (77) 

where P is the momentum and X the position of 
the center of mass of the three particles; 7J = -1 
for fermions and + 1 for bosons. One can now com­
pute the free-particle Green's function just as in 
Sec. 3, obtaining 6 terms instead of one: 

G~+)(~, n = it: 
X [HiJ)(kTl) + 7J Hi

1
'(kT2) + 7J HiJ)(krs) 

Tl T2 Ts 

+ 7J Hil'(kr4) + HiJ)(kr5) + H?'(krs)] , 
T4 r5 r6 

(78) 



                                                                                                                                    

THREE-PARTICLE SCATTERING I. PLANAR CASE 631 

where the r, are related to ~I and e as follows: 
2 r l = e + f2 - 2(e'f' + e·f2), 
2 r2 = e + ~'2 _ (~I.~'I - e.f2 

- Vs ~"f2- V3 e·f'), 
2 r3 = e + f2 - (e·fl - e·f2 

+ V3 ~1'f2 - V3 ~2'fl), 
2 ~2 + ~'2 _ 2(-e.f' + ~'.~'2), r4 = 
2 e + ~'2 _ (-~"f' - ~2'f2 rs = 

+ V3 ~"f2 - V3 ~2'f'), 
r~ = e + ~'2 - (- e . fl _ ~2. ~'2 

- V3 e·~12 + VS e·fl). 

Computation of the scattering amplitude for the 
system leads to 

6 

" (OI(')(-:z.:z. .I.'/") £...J 1/ X'I'1'l'2, X'I'I'I'2 , (79) 
i=l 

in which 1/(') = +1 for i = 1,5, and 6; 1/(;) = -1 
for i = 2,3, and 4 in the case of fermions; 1/(;) = 1 
for bosons. The different component scattering 
amplitudes til are of the same form as (29) with 
the coefficient a of the product k~ which appears 
in the exponential factor e - ik~' a assuming the 
values aj. 

al = cos X cos X cos (CPI - 'PI) 

+ sin X sin X cos (cpz - 'Pz), 

az = ! cos X cos X cos (CPI - 'PI) 

- ! sin X sin X cos (cpz - ¢z) 

- ! VS cos X sin X cos (CPI - 'P2) 

- t V3 sin X cos X cos (cpz - 'PI), 

aa = ! cos X cos X cos (CPI - 'PI) 

- ! sin X sin X cos (CP2 - 'P2) 

+ ! VS cos X sin X cos (CPI - 'P2) 

+ ! VS sin X cos X cos (CP2 - 'PI), 

a4 = - cos X cos X cos (CPI - 'PI) 

+ sin X sin X cos (CP2 - 'P2), 

as = -! cos X cos X cos (CPI - 'PI) 

- t sin X sin X cos (CP2 - 'P2) 

+ t VS cos X sin X cos (CPl - 'P2) 

- t V3 sin X cos X cos (CP2 - 'PI), 

~
2 b3 

led 5 

4 

~N 

FIG. 2. Coupling of N par­
ticles with the aid of the 
coordinate system given in 
(AI); a denotes the center of 
mass of particles 1 and 2, 
b that of particles 1, 2, and 3. 
. .. , n that of particles 1 
to N - 1. 

a6 = - t cos X cos X cos (CPI - 'PI) 

- ! sin X sin X cos (CP2 - 'P2) 

- ! V3 cos X sin X cos (CPI - 'P2) 

+ ! V3 sin X cos X cos (CP2 - 'PI), (80) 

corresponding to the various til. The relation be­
tween the cross section and the scattering amplitude 
(43) can easily be shown to be correct if we define f 
by Eq. (79). 

If only two of the particles are identical, expres­
sion (80) contains only 2 terms in the right-hand 
member and these are characterized by 

al = cos X cos X cos (CPI - 'PI) 

+ sin X sin X cos (CP2 - 'P2), 

a2 = - cos X cos X cos (CPI - 'PI) 

+ sin X sin X cos (CP2 - 'P2), (81) 
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APPENDIX A. N-BODY SCATTERING IN A PLANE 

The free-particle Green's function obtained for 
three bodies in Sec. 3 can easily be generalized to N 
bodies by using a (normalized) coordinate system 
corresponding to the coupling scheme shown in 
Fig. 2. 

The coordinate system is a simple extension of 
Smith's asymmetric one [Eq. (7)]: 

= p cos XN-2 cos XN-a .•• cos Xl cos CPI , 

= p cos XN-2 

~~ = p cos XN-2 

~; = P cos XN-Z 

~~ = P cos XN-Z 

p cos XN-2 

~~-I = p sin XN-2 cos CPN-I, 

~:-l = p sin XN-2 sin CPN-I, 

· .. cos Xl sin CPI, 

· . . sin Xl cos CPz, 

· .. sin XI sin CPz, 

· .. sin X2 cos CPa, 

· . . sin X2 sin CPa, 

(AI) 
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where 
N-I 

/ = L [(~i)2 + (~;)2], 
i=1 

and 

kN-S/2 ike 
G(+)(t: t:') rv e-(i r /4){1+2N) p.-__ e - (A6) 

k c" c, (211Y-! aN-t ' 

and the wavefunction of the system can then be 
expressed as 

ir (S/4-1N) 
Y,m = cpW + e ~N-! kN-5/2eik~f(fro, fr i ), (A7) 

The N-body plane wavefunctions in the center of 
mass of the assembly are of the form where f(fro, fr i ), the scattering amplitude, is written 

Y,im = [1/(211Y-Ij 

X exp [iC?tI • ~l + ?t2
• ~2 + ... ?tN-I. ~N-I) j (A2) 

and the Green's function is accordingly generalized to 

where 
N-I 

e = L l?t i I2 • 
i-I 

Introducing the coordinate system (AI) and inte­
grating over the "azimuthal" angles CPi, we obtain 

G(+)( ') r 2p. 
ko ~,~ = un (2 )(N-l) 

I!!-+O 7r 

X i!" fir!", IT J o( kai sin Xi-! g cos Xi) 
• •• 0 0 k! - e + 2ip.E 

X sin Xl cos Xl ... sin XN-2 

X COS
2N

-
S XN-2 dXI ... dXN_ 2eN- S dk, (A4) 

where 

and Xo = h. 
The integration over the magnitude of the mo­

mentum is carried out as in Sec. 2 and 

CA5) 

where 
N-I 

a = L (a i )2 = I~ - ~'I· 
1=1 

Asymptotically, this takes the form 

fCfro, fr i) = (27r~N-! J e-ik~'aV(e)y,,,.(~') de, 

and 
N-2 

a = L sin Xi sin x; cos (CPi+l - t!>;+l) 
;-0 

(AS) 

X LXt cos Xk cos X~ ] . (A9) 

Using the N-body analogue of (40), the cross section 
for N particles is related to the scattering ampli­
tude by 

u(k, ko) = (k2N-'/ko) IfCfro, friW. (AlO) 

APPENDIX B. PLANE WAVE EXPANSION 

In Sec. 3, the expansion of the three-particle plane 
wave exp (i?t·~) in radial and momentum eigen­
functions proved to be a useful mathematical device: 

exp (i?t·~) 

_ "C JX+ICk~) * C") (A) - L.J XmlmS kt g}Xmlmt 7r Jhmlms t . 
Ami"" C; 

(BI) 

If one multiplies Eq. (5) by &~'m"m.,a) &A' ... ' .... (fr) 
and integrates over all possible directions of fr and £, 
one obtains, from the orthonormality properties of 
the &'s, 

(B2) 

We now differentiate Eq. (B2) A times with respect 
to k~ and set k~ = 0; obtaining 

CXm • m • = (2)X+I(A + l)(il II [cos X cos X 

X cos (CPI - CPI) + sin X sin X cos Ct!>2 - CP2) t 
X g}~m.m,(Xt!>It!>2)ghm.m,(XCPICP2) dQ dQ, (B3) 

where dQ is an element of hypersolid angle dQ = 

! sin 2x dx dq,l dq,2 (0 ~ X ~ h, 0 ~ CPI, CP2 ~ 27r). 
Integration of CB3) yields 
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(211'l(A + 1)2(i)'A! 

A-fd [[t(A - ml + m2)]! [t(A + ml - m2)]! [!(A - mlm2)]! [!(A + ml + m2)]!] 
X .~lm,1 [t(A - m l - v)]! [!(A + m l - v)]! [l(v - m2)]! [!(v + m2)]! 

{

l(A-m,-m,) 

X ~ (-l)"{K! (ml + K)! [t(A - ml + m2) - Kj! [t(A - ml - m2) - K]!I-1 

X B[t(A - m l - 2K + V + 2), t(v + m l + 2K - V + 2)1f, (B4) 

where B(r, 8) is the beta function. It was found by 
inserting various allowed values of A, ml , and m2 

into (B4) that, in each case, CAm,m. was independent 
of m1 and m2 and equal to (211'/(i)'. Proof of this 
in the general case has so far eluded the author, 
however. Explicitly, 

Note added in proof. Since submission of this paper 
for publication, Dr. Edward Gerjuoy has pointed 

out to the author that many years ago Sommerfeld 
derived the Green's function for a many-dimensional 
spacel3 by a simpler method than that presented 
here. As applied to many-particle scattering, it in­
volves a spacial partitioning which is different from 
ours, i.e. Sommerfeld's computation is carried out 
in the space of one of the particles. In spite of its 
more complicated form, the author, however, feels 
that the method of computation presented in the 
foregoing is somewhat preferable for our purposes, 
particularly for the derivation of Eqs. (25) and (26). 

13 E. Gerjuoy, Ann. Phys. 5, 58 (1958); A. Sommerfeld, 
Partial Differential Equations in Physics (Academic Press Inc., 
New York, 1949). 
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The asymptotic form at high frequencies of the reciprocal of a two-time thermodynamic Green's 
function is shown to be a constant. This constant is ixpressed as the exact expectation value of 8. 

second (functional) derivative of the Hamiltonian. 

I T is possible to obtain information about the 
asymptotic behavior of thermodynamic Green's 

functions from their spectral representations. The 
coefficients in such asymptotic formulas are given 
by moments of the spectral density functions and, 
therefore, are often exactly known from sum rules. In 
this note, attention is turned to the high-frequency 
behavior of the reciprocal of (the Fourier transform 
of) a Green's function. A general formula is derived 
which, when applied to the single-particle Green's 
function, shows that the exact self-energy function 
is the sum of an "exact Hartree-Fock" Hamiltonian, 
and a function which approaches zero at infinite 
frequency at least as fast as the reciprocal of the 
frequency, and which therefore satisfies an un­
subtracted dispersion relation. Because the proof is 
rigorous, it applies to both normal and superfiuid 
systems; in particular, the approximate single­
particle Green's function of the BCS theory of 
superconductivity,1 as derived by Gorkov,2 satisfies 
the general theorem. 

If A and B are any two operators, we define the 
Green's function GAB(t) = «AU) B(O»+). Here 
( ) + means time ordering in the sense of Wick,3 

the operators are taken in the Heisenberg picture, 
and ( ) means averaging in a canonical or grand 
canonical ensemble. (If A and B do not each con­
serve the number of some type of particle whose 
number is, in fact, conserved in the temporal evolu­
tion of the system, the ensemble must be taken to be 
grand canonical with respect to that species of 
particle. It is assumed that all "J.LN" terms are in­
corporated in the Hamiltonian for purposes of de­
fining the Heisenberg picture and defining the 
energy.) The Fourier transform GAB(W) is defined by 

* Research supported by the U. S. Air Force Office of 
Scientific Research. 

1 J. Bardeen, L. Cooper, and J. Schrieffer, Phys. Rev. 108, 
1175 (1957). 

2 L. Gorkov, Soviet Physics-JETP 7, 505 (1958). 
3 G. C. Wick, Phys. Rev. 80, 268 (1950). 

all integrations are understood to be from - 0) to 
+ 0) unless specifically indicated to the contrary. 
It is well known4 that GAB(W) has the spectral repre­
sentation 

x [ Tf~w'). + 1 ± j(w') . ] ' (1) 
w - w - ZE W - W + u 

where 

PAB(W) = J dtei"'([A(t), B(O)].); (2) 

the lower sign refers to the case of A and B being 
both Fermion-type operators, the upper sign refers 
to all other cases, and few) = (e~" T 1) -1. It is con­
venient, though illogical, also to denote by GAB(W), 
the function of complex w defined by 

G () - . J dw' PAB(W') 
AB~W - Z ,. 

211" W - W 
(3) 

It is an elementary mathematical exercise to show 
that, if f pew) dw/211" exists (as an absolutely con­
vergent Riemann integral or, generally, as a Lebesgue 
integral), then f w'(w - W,)-1p(W') dw/211" is of order 
o(w -1) as Iwl ~ 0). As a consequence, if the first n 
moments M. = f W'PAB(W) dw/211" (v ~ 0) exist, 

GAB(W) = i ~ ~'1 + o(w-"). (4) 
.-0 w 

This result, together with the relations 

M. = [i(a/at)r<[A(t),B(O)]~)I,_o, (5) 

which follow from (2), are hardly novel.5 However, 

4 L. P. Kadanoff and G. Baym, Quantum Statistical Me­
chanics (W. A. Benjamin, Inc., New York, 1962), and refer­
ences cited therein. 

• R. Kubo, in Lectures in Theoretical Physics (Interscience 
Publishers, Inc., New York, 1959), Vol. I, p. 152. 
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(4) can be rather unenlightening. For example, if A 
is the absorption operator for a free particle of 
energy E, and B = A * is the corresponding emission 
operator, (4) and (5) yield 

'" 
G AB(W) ,..,., i L: e' /w·+l , 

.-0 
which is hardly as convenient as the exact expression 
GAB(W) = i(w - e)-I. 

Taking the hint from the free-particle example 
and from experience with diagram summation in per­
turbation theory,4.6 consider iGAB(W)-I. If Mo ~ 0, 
then from (4), 

iGAB(W)-1 = w/Mo - MdM~ + O(W-I). (6) 

(The existence of all moments M. may be assumed 
as needed; whether or not this is correct is a question 
of the finiteness of various renormalization con­
stants,7 which presumably does not arise in non­
relativistic problems.) Since GAB(W) has no complex 
zeros/ the remainder term in (6) is analytic, except 
on the real axis, and satisfies an unsubtracted dis­
persion relation. The relation (6) is the principal 
result of this paper; a simple extension of (6), and 
the application to single-particle Green's functions, 
will be given below. The case Mo = 0, omitted above, 
does not lead to anything new. If M r is the first non­
vanishing moment, iGAB(W)-1 = pew) + O(W-I), 
where pew) is a polynomial of degree r + 1 whose 
coefficients can be expressed in terms of M r ," • M 2r + 1 

and, again, the remainder term satisfies an unsub­
tracted dispersion relation. 

If {A",} is a (possibly infinite) set of operators, 
it is natural to consider the matrix G(w) = [G"'~(w)l, 
where G"'~(w) = GAaA~.(W). The moments M. are 
now matrices [M:~], and (4) is still true as a matrix 
equation. If Mo is nonsingular, (6) takes the form 

iG(W)-' = WM;' - M;'M,M;' + O(w -I); (6') 

~---------
FIG. 1. Three examples of 

classes of Feynman graphs which 
contribute to < iJ' V / iJA * aA) ~ 
for the electron-phonon system. 
Solid lines represent electron 
propagators, wavy lines phonon -. 
propagators, and dashed lines 
Coulomb interactions. Graphs 
of type (b) do not occur in the 
usual theory in which the Hamil­
tonian is linearized in the phonon 
"field." 

( a ) 

( b) 

(c) 

iG(W)-' = w - h - L: (w). 

From (6'), 

h + L: (w) = M, + O(W-I). (8) 

Using (5), and the Heisenberg equation of motion 
i a A(t)/at = [A(t), Je], 

M;,3 = ([[A"" Jel, A~].) 

(9) 

The derivative in (8) is to be interpreted as a varia­
tional derivative if a is a continuous variable, and 
appropriate ordering conventions are to be made if 
fermion operators are involved. Denoting the inter­
action terms in (7) by V, (7), (8), and (9) imply 

L: (w) = (a2 V/aA* aA) + O(W-I), (10) 

once again the remainder term satisfies an unsub- or 
tracted dispersion relation. 

For a many-particle system, the A", may be taken 
to be the absorption operators for a complete ortho­
normal set of one-particle states. Then, because 
[A"" A~]. = o"'~, Mo is the unit matrix. It is custo­
mary to write the Hamiltonian as 

JC = L: A:ha~ A,3 + (interaction terms), (7) 
a.~ 

with h a Hermitian matrix, and to define the proper 
self-energy part L: (w) = [L:"'~ (w)] by 

6 J. M. Luttinger and J. C. Ward, Phys. Rev. 118, 1417 
(1960). 

7 H. Lehman, Nuovo Cimento 11, 342 (1954). 

L: (w) = (a 2 v faA * aA) + J dw' Im,L: (w'). (10') 
11" w - W 

The first term on the right-hand side of (10') is 
formally similar to a Hartree-Fock term; in fact, 
the unrestricted Hartree-Fock approximation con­
sists of neglecting the dispersion integral and com­
puting the mean value in a manner consistent with 
this approximation, instead of exactly as in (10'). 
Figure 1 illustrates some contributions to the mean 
value for the electron-phonon system. They all 
have the property that they have no absorptive 
part according to Langer's "generalized unitarity" 
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criterion;8 this is compatible with (4), which, it is 
easily seen, gives information only about the dis­
persive part of G AB(W). 

It is worthy of explicit mention that, if a calcula­
tion is made which is more elaborate than the un­
restricted Hartree-Fock method, the dispersion inte­
gral cannot be neglected (except, of course, in the 
high-frequency limit). It is essential that the ap­
proximations to the two terms in (10') be made 
consistently. For this reason, it is not clear what, 
if any, use can be made of (10) or (10'). In particular, 
it cannot be concluded from (10) and the success 
of the nuclear shell model that, at ultra-high energies, 
the elastic scattering of nucleons by nuclei can be 
deduced from the shell-model potential. In fact, the 

8 J. S. Langer, Phys. Rev. 124, 997 (1961). 

shell-model potential contains a substantial contri­
bution from the dispersion integral in (10') which 
must approximately make up the difference between 
the exact value of (a 2 V j aA * aA> and the Hartree­
Fock value. 

Since (10) is alleged to be an exact result, it should 
hold for the case of a superconductor. Gorkov found,2 
for a labeling an electron momentum and spin state, 

Gal\w) = i[(w + e~)j(w2 - e~2 - IAal~].5"", 

where e~ = haa + (a2VjaA: aA a), the average 
being taken with respect to the BCS density matrix, 
and IAal2 is the energy-gap parameter. Therefore, 
in this case, 

La" (w) = Oa~[(a2VjaA: aAa) + IAal2j(w + E~)], 
in agreement with (10) and (10'). 
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The existence of inequivalent representations of the canonical commutation relations which de­
scribe a nonrelativistic infinite free Bose gas of uniform density is investigated, with a view to pos­
sible applications to statistical mechanics. The functional E(f, g) = (Y, ei.(f) eir(g)y) is use.d to de­
scribe the inequivalent representations. This functional is calculated for the free Bose gas m a box 
of volume V, and the limit is then taken as V -> 00. In this way we construct cyclic representations 
describing an infinite system of particles with a density distribution p(k) in momentum space. For a 
given p(k) the operator algebra generated by the </>(!), 1/"(g) is reducib!e. ~or th? gro~nd-state repre­
sentation (all particles in the zero-momentum state), the representatIOn IS a direct mtegral of Irre­
ducible representations (analogous to BCS theory). For finite temperatures the situation is compli­
cated by the occurrence of representations which are not type I. The physical significance of the 
reducibility of the representations is discussed. 

It is argued that the thermal ensemble for the infinite system is a pure state at zero temperature, 
although there is some ambiguity as to which operators should belong to the algebra of observables. 
For finite temperatures, the thermal ensemble seeIns to be a mixture. The case of an interacting 
Bose gas is considered briefly. 

1. INTRODUCTION 

THIS paper is an investigation of inequivalent 
representations of the canonical commutation 

relations (hereafter referred to as CCR's) in non­
relativistic field theory which are suitable for de­
scribing an infinite free Bose gas of finite density. 
Weare interested in the possibility of an alternative 
discussion of the thermodynamics of an infinite 
Bose gas. The conventional approach to the problem 
is to compute the partition function for N = p V 
particles in a box of volume V, where p is the 
density. The equation of state is obtained from the 
partition function by differentiation, and one can 
then take the limit as N, V ---+ CX) with N IV = p. 

An alternative possibility, and the one to which 
this paper is devoted, is to begin with an actually 
infinite system, thereby avoiding the limiting pro­
cedure. This approach is a natural one if one seeks 
to understand the physical significance of the so­
called strange representations of the CCR's which 
describe an infinite number of particles. 

Current treatments of the many body problem 

* Supported in part by the National Science Foundation 
and the National Research Council of Canada. 

t An earlier version of part of the present w?rk was su~­
mitted by one of the authors (E. J. W.) to Prmceton Uni­
versity as a Ph.D. thesis. 

t On leave of absence from the Department of Nuclear 
Engineering, Kyoto University, Kyoto, Japan. 

§ Now at University of Alberta, Edmonton, Alberta, 
Canada. 

use the second quantized formalism for the Schr6-
dinger equation. For a system of particles with two­
body interactions described by a potential V(r) , 
the Hamiltonian is given by 

H = (2m)-1 J dx(Vifi*)·(Vifi) 

+ ~ J dx J dy ifi* (x) ifi*rs) Vex - y) ifi(x) ifirs), (1.1) 

where ifi(x), ifi*(x) are, respectively, the annihilation 
and creation operators for a particle at the point x. 

If one considers a system of uniform density in a 
box of finite volume V, then the total number of 
particles is finite. Because one is dealing with finitely 
many particles, it is possible to realize explicitly 
the Hilbert space and operators ifi(x), ifi*(x) by using 
a configuration space representation (the Fock repre­
sentation). In the case of an infinite system with 
infinitely many particles, it is not a priori obvious 
that any suitable representation exists at all. The 
desired representation would have to be Euclidean 
invariant, the energy operator for a finite region of 
space would have to exist, etc. 

There are, however, a number of reasons for 
wanting to consider an actually infinite system. In 
the first place, thermodynamics is concerned only 
with the limiting values of physical quantities as 
the volume of the box becomes infinite. By dealing 
with an infinite system to begin with, this limiting 

637 



                                                                                                                                    

638 H. ARAKI AND E. J. WOODS 

procedure could be eliminated from the theory. In 
fact this limiting process V ~ 00 does cause practical 
difficulties. For example, if one calculates the equa­
tion of state by using the expansion 

1 "" 
V log ~v = L: b;(V)yi, (1.2) 

;-1 

where ~v denotes the grand partition function of 
the gas in the volume V, and y is the fugacity, then 
it is not necessarily legitimate to interchange the 
summation with the limiting process V ~ 00. Indeed, 
Yang and Lee l have shown that this accounts for 
the failure of Mayer's theory2 to give the equation 
of state beyond the condensation point. 

A second reason for considering a system in an 
infinite universe rather than a finite box is that one 
could exploit the Euclidean invariance of the theory 
from the beginning. In this respect it should be 
pointed out that in relativistic quantum field theory, 
it has been very fruitful to exploit the Lorentz 
invariance of the theory (dispersion relations, PCT 
theorem, etc.). 

It is also worth noting that the BCS model of 
superconductivity is exactly soluble only in the 
limit of an infinite volume. 

These remarks suggest that one might obtain new 
insight into the many-body problem by using the 
idealization of an actually infinite system. There is 
of course nothing wrong with the box method. 
Indeed to avoid ambiguity we must impose the re­
quirement that the infinite system is, in some suit­
able sense, the limit of the finite system. 

The first problem is whether any infinite systems 
exist at all. By this we mean: does there exist a 
Hilbert space H and dynamical variables in H 
such that expectation values of physical quantities 
in H are the limits of the corresponding quantities 
in the box? More explicitly, does there exist an 
operator field if;(x) defined over an infinite Euclidean 
space, and a unitary representation U(a, R) of the 
Euclidean group3 such that 

U(a, R)if;(x)U-1(a, R) = if;(Rx + a), (1.3) 

and such that the energy operator for a finite region 
of space, 

Hv = (2m)-1 Iv dxVif;*·Vif; 

+ ~ Iv dx Iv dy if;* (x) if;*(y) vex - y) if;(x) if;(Y), (1.4) 

1 C. N. Yang and T. D. Lee, Phys. Rev. 87, 404 (1952). 
2 J. E. Mayer, J. Chern. Phys. 5, 67 (1937); B. Kahn and 

G. E. Uhlenbeck, Physica 5, 399 (1938). 
3 The Euclidean group is the group of translations a and 

rotations R in 3-dirnensional Euclidean space. 

is well defined? Also the number operator for a 
finite region of space, 

N v = Iv dxif;*(x) if;(x) , (1.5) 

must exist. In order to discuss the thermodynamics 
of an infinite Bose gas, we must also require that 
the limits 

POP = lim V-1N v ; 
v~"" (I.6) 

hop = lim V-1H v 
v~"" 

exist. 
There is, of course, one representation satisfying 

these requirements, namely the Fock representation. 
Since a total number operator exists in this repre­
sentation, it describes a system with zero density. 
Thus the question is whether or not any nontrivial 
(i.e. finite-density) systems exist. 

This approach of considering first the existence 
question has not always been the traditional one 
in physics. It might seem desirable to begin with 
the more physical aspects of the problem, such as 
finding a suitable replacement for the definition of 
the partition function via the finite box. However 
the difficulties that have been encountered in apply­
ing the canonical quantization procedure to rela­
tivistic quantum field theory suggest that we adopt 
the more systematic approach. 

In Sec. 2 we present a brief mathematical discus­
sion of the representations of the CCR's, designed 
to make the paper reasonably self-contained. In 
Secs. 3 and 4 we construct representations of the 
CCR's which describe an infinite free Bose gas and 
discuss their mathematical structure. In Sec. '5 we 
give a method for constructing the algebra of ob­
servables, followed by a discussion of the thermal 
ensemble for the infinite free Bose gas. In Sec. 6 
we give a brief qualitative discussion of the problem 
for an interacting Bose gas. Section 7 contains a 
discussion of our results. 

2. MATHEMATICAL PRELIMINARIES 

We list here a few standard mathematical defini­
tions. Consider a set A of bounded operators in a 
Hilbert space H. The set A' of all bounded operators 
commuting with every operator in the set A is called 
the commutor of A. Clearly A C A" = (A')'. The 
set A is called self-adjoint if TEA implies T* E A 
i.e. A is closed under the adjoint operation. Th~ 
set A is called a von Neumann algebra if it is self­
adjoint and A = A". Given an arbitrary self-adjoint 
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set 8 of operators, 8" is the von Neumann algebra 
generated by the set 8. The algebra of all bounded 
operators in H is denoted by B(H). 

We say that a self-adjoint set A of operators is 
irreducible if its commutor consists only of multiples 
of the identity. A is called cyclic if there exists a 
vector x E H such that the set of all vectors of the 
form Tx, TEA spans H. The vector x is called a 
cyclic vector for A. Clearly A is irreducible if and 
only if every vector is cyclic. 

A von Neumann algebra A is called a factor if 
A n A' consists only of mUltiples of the identity, 
i.e. its center is trivial. There exists a classification of 
factors into types.4

•
5 The possible types are In, 

I"" III, II"" and III",. A factor of type In is iso­
morphic to the algebra of all n X n matrices. A 
factor of type I", is isomorphic to the algebra of 
all bounded operators in an infinite dimensional 
(separable) Hilbert space. Factors of type II and 
III are less simple to describe. 

A group representation is called primary if the 
von Neumann algebra which it generates is a factor. 
A primary representation is said to be type I (II, 
III respectively) if this factor is type I (II, III 
respectively). A primary representation has the 
property that it cannot be decomposed into disjoint 
representations. (Two representations are said to be 
disjoint if no subrepresentation of one is equivalent 
to a subrepresentation of the other.) A primary 
representation of type I is a discrete direct sum of 
copies of one irreducible representation. A represen­
tation which can be decomposed into primary repre­
sentations of type I (II, III, respectively) is said 
to be of type I (II, III, respectively). An arbitrary 
representation can be decomposed into representa­
tions of type I, II, and III.6 In the theory of group 
representations of arbitrary type, the primary repre­
sentations playa role analogous to that of the ir­
reducible representations in the type I case. 

Representations of the CCR's 

To make the mathematical discussion rigorous we 
introduce the smeared operators 

cf>(f) = f dXcf>(x)f(x) , 

7r(f) = f dX7r(x)f(x) , 

(2.1) 

(2.2) 

• F. J. Murray and J. von Neumann, Ann. Math. 37, 116 
(19:36). 

~ G. W. Mackey, Notes on Group Representations (De­
partment of Ma.thematics, University of Chica.go, 1955). 

• For a more general definition, see reference 5. 

where the test functions f(x) must be real in order 
that cf>Ct), 7rCt) be self-adjoint. Further restrictions 
on the test functions will be discussed below. These 
operators satisfy the commutation relations 

[cf>(f), cf>(g)] = [7r(f) , 7r(g)] = 0, (2.3) 

[cf>(f), 7r(g)] = i(f, g), (2.4) 

where 

(i, g) = f dxf(x)g(x) (2.5) 

is the inner product of the real functions f(x), g(x). 
The annihilation and creation operators 1/I(f), !f;*(f) 
are related to cf>(f), 7r(f) by 

!f;(f) = 2-1[1/>(f)1+ i7r(f)], (2.6) 

!f;*(f) = 2- i [cf>(f) - i7r(f)]. (2.7) 

To avoid difficulties due to the fact that the opera­
tors I/> (f) , 1I'(f) are unbounded, we introduce the 
unitary operators 

U(f) = ei
4>(f) , 

V(f) = e,r(f), 

which satisfy the commutation relations 

U(f) V(g) = V(g) U(f)e-w ,O
) , 

uCt) U(g) = U(f + g), 

V(f) V(g) = V(f + g). 

(2.8) 

(2.9) 

(2.10) 

(2.11) 

(2.12) 

Thus a representation of the CCR's is a map from 
a real inner product space v' of test functions into 
unitary operators U(f) , V(g) on a Hilbert space 
satisfying Eqs. (2.10-12). We also require that 
the operators U(Xf) , V(Xf) be weakly continuous in 
in the real variable X.7 

Cyclic Representations 

We call a representation of the CCR's cyclic if 
there exists a cyclic vector 'It for the von Neumann 
algebra R = {U(f), V(g)}" generated by the Uct), 
V(g); i.e. if there exists a vector 'It such that the 
set of all vectors of the form U(f) V(g) 'It spans the 
Hilbert space H. In this paper we shall consider 
only cyclic representations. 

A detailed treatment of cyclic representations has 
been given by Araki.s For our present purposes 

7 For a detailed and rigorous exposition of the representa­
tions of the CCR's see I. E. Segal, Trans. Am. Math. Soc. 
88, 12 (1958); J. Lew, thesis, Princeton University, Princeton, 
New Jersey (1960); H. Araki, thesis, Princeton University 
(1960); and reference 8. 

8 H. Araki, J, Math. Phys. 1, 492 (1960). 



                                                                                                                                    

640 H. ARAKI AND E. J. WOODS 

it is sufficient to note that for a representation 
with a cyclic vector 'l', the functional E(f, g) = 

('l', U(I)V(g)'l') determines the representation up 
to unitary equivalence. We shall also have occasion 
to use the following result, which is theorem 4.3 
of reference 8. 

Lemma 2.1: The necessary and sufficient condition 
that a functional E(f, g), I, g E V define a repre­
sentation of the CCR's with a cyclic vector 'l' such 
that E(I, g) = ('l', U(f)V(g)'l') is 

E(f, g)* = E( -f, -g) exp [i(f, g»), E(O,O) = 1, 

n 

L C,C~E(fi - fi' g. - g;) 
i.;==1 

X exp [i(g;, fi) - i(gi' fi)] ;::: 0, 

for any integer n, any set of complex numbers Ci, and 
any collection of test functions fi, gi in V; and 
E(sf) + f2' tg) + g2) is separately continuous in s, t. 

The functional E(f, g) will playa central role in 
this paper. We now turn our attention to the selec­
tion of the test functions. 

The space V of test functions depends on the case 
at hand. The Fock representation for nonrelativistic 
potential scattering is defined for all square inte­
grable functions f(x). In relativistic quantum field 
theory, one usually takes the space :D of Schwartz,9 
namely all infinitely differentiable functions vanish­
ing outside a finite region. For the representations 
considered in this paper, the class of functions for 
which the representation can be defined depends on 
the particular representation. It is therefore con­
venient to choose some space of test functions which 
is sufficiently restricted to avoid any difficulties, but 
large enough to generate all the U(f), V(g) by taking 
strong limits. We shall use the space :D for this 
purpose. We now prove a lemma which will be used 
to extend the definition of the operators U(f), V(g). 

Lemma 2.2: Let Un ~ U, V" ~ V in the strong 
operator topology where Un, V" are all unitary. 
Then U"V" ~ UV. 

Proof: Clearly U and V are isometric. Let x E H, 
then we have 

II(U;:'U - l)xW = 2{IIxW - Re (Ux, Unx)} 

!!(UnVn - UV)xW 

= 2111xW - Re (U;:IUVX, Vnx») 

~O as n~ 00, 

QED. 

Corollary: If Un and U;:1 both converge strongly, 
Un unitary, then U = lim"~,,, U" is unitary. 

Lemma 2.3: Given a cyclic representation of the 
CCR's with functional E(f, g) = ('l'o, U(f)V(g)'l'o), 
f, g E V. In general, V is an incomplete inner 
product space. The definition of Uct), V(g) can be 
extended to all functions f, g E V (the completion 
of V) for which there exist sequences fn, g" E V 
which converge to f, g E V such that 

lim Ect" - fm, 0) = E(O, 0) = 1; 
n,m_co 

by defining 

U(f) = lim U(fn); 

V(g) = lim V(g,,) , 

where the limits are taken in the strong operator 
topology. 

Proof: For any 'l' E Hand E > 0 there exists a 
k(f) 

'l'. = Lc;Uct;)V(g;)'l'Q, 
i=l 

such that 

1I'l' - 'l'.11 < E. 

Let fn E V be a sequence such that E(f" - f"" 0) ~ 1. 
Then 

II[U(fn) - U(fm)]U(g)V(gz)'l'oW 

= III UCtn) - exp [i(g2' fm - f.)]U(fm)}WoW 

= 2111'l'o!!2 - Re exp [i(g2, fm - f")]E(f,, - ! ... , 0) I, 

which ~ 0 as n, m ~ 00. Thus there exists an N(E) 
such that for n, m > N(E) and i = I, '" kef), 
we have 

~ 0 as n ~ 00, and hence 

i.e. U;:'U ~ 1 strongly. Now consider 

9 L. Schwartz, Theorie des Distributions (Hermann & Cie., 
Paris, 1951). 

I/[U(f,,) - UCtm»)'l'.II < E. 

It follows that 
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Thus U(tn) converges strongly. Since E( -tn, 0) = 

E(fn, 0)* it follows that U-l(fn) = U( -tn) converges 
strongly also. Hence by the corollary to Lemma 2.2, 
the operator U(f) = limn~'" U(tn) is unitary. 

Similarly one can define Vet). It follows from 
Lemma 2.2 that U(f), V(g) satisfy CCR's. It remains 
only to show that U(A/) , VeAl) are weakly ~ontin­
uous in the real parameter A. Clearly matrIX ele­
ments of U(A/), V(At) must be measurable functions 
of A. Weak continuity then follows by applying 
von Neumann's theoremlo which states that any 
representation of the commutation relations for .a 
finite number of degrees of freedom such that matrIX 
elements of U(A), ... An), VeAl, ... An) are measur­
able functions of (AI, ... An), is a discrete direct 
sum of copies of the Schrodinger representation. 
QED. 

The Fock Representation 

Our construction of inequivalent representations 
of the CCR's makes extensive use of the Fock repre­
sentation (also called the configuration space rep­
resentation, and the no-particle representation). 
While the mathematical properties of the Fock 
representation are well known, II they do not seem 
to be readily available in the literature. We therefore 
include a brief discussion. 

The Fock representation is usually defined as 
follows: Let H~ = C (the complex numbers), and 
let H; be the Hilbert space of symmetric ~quare­
integrable functions of n variables (each WIth do­
main R3 and with respect to the measure dXI ... , . 
dx,,). Then the Hilbert space of state vectors IS 
defined as the direct sum 

(2.13) 

The creation and annihilation operators 1/t~(f), 1/tF(f) 
are defined by 

[1/t~(f)'It r") (x)' ... X,.) 
.. 

= n-1 2: f(xi)'It(n-I) (Xl , ••• Xi, ... x .. ), 
i-I 

[1/t F(f)'It r") (Xl' '" x,,) 

= (n + 1)1 J dxf(x)'It(n+O(X, Xl, ..• Xn), (2.14) 

where Xi means omit the ith coordinate. The unitary 
representation of the Euclidean group is defined by 

[UF(a, R)'ltl'n) (Xl , ... x..) 

(2.15) 

10 J. von Neumann, Math. Ann. 104, 570 (1931). 
11 J. M. Cook, Trans. Am. Math. Soc. 74, 222 (1953). 

The no-particle or vacuum state 'It FO is given by 

n ;e O. (2.16) 

'It FO is the unique translationally invariant state, 
i.e. U F(a, 0)'l1 = 'l1 implies 'l1 = a'l1 FO, a complex. 

It is easy to verify that the operators 

CPF(f) = [1/tt(f) + 1/tF(f)]!V2, 

7I'F(f) = i[1/tt(f) - 1/tF(f)lIV2, 
(2.17) 

satisfy at least formally the CCR's. To verify that 
CPF(t), 7I'F(t) as defined above can be extended to 
self-adjoint operators is not so trivial. We now give 
an alternative construction of the Fock representa­
tion which is more useful for a rigorous discussion , 
of its mathematical properties. 

Von Neumann has defined an infinite tensor pro­
duct of Hilbert spaces. I2 We shall write the Fock 
representation as an incomplete infinite tensor pro­
duct of Schrodinger representations of the com­
mutation relations for one degree of freedom. We 
assume the reader to be familiar with von Neumann's 
results. 

Let Hi, i = 1,2, ... be the Hilbert space in which 
the Schrodinger representation is defined with self­
adjoint operators Qi, Pi satisfying [Qi' P.] = i, 
and let 'l1oi be the no-particle state. It is well known 
that the operators Qi, Pi are irreducible in Hi' 
Furthennore 'l1oi is a cyclic vector for Qi alone, 
and for Pi alone.13 

The Fock representation is defined as follows: Let 

'" 
HF = II'~ Hi 

i=1 

be the incomplete infinite tensor product containing 
the vector 

'" 
'l1 FO = Ir~ 'l1 Oi' 

i-I 

Define unitary operators Ui(A), Vi(A), A real, by 

Ui (")..) = 1 Q9 ... QgeiXQi Q9 1 

V i (")..) = 1 Q9 ... Qge,XPi Q9 1 

To define the U F(f), V F(f) choose a complete ortho­
normal basis (fi) for V. If 

n 

t = LAd., 
i=1 

I' J. von Neumann, Compositio Math. 6, 1 (19.38). 
13 Take Hi to be all square-integrable functIOns I(x) of 

the real variable x, Qi to be mUltiplication by x. Then 'lroi = 
.".-1/4 exp (-x'/2). But any function which vanishes only 
on a set of measure zero is a cyclic vector f?r Q,. S~milarly, 
by taking fourier transforms, we see that 'lro, IS a cyclIc vector 
for Pi. 
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define 
ft 

UF(f) = II U.(X.), 
" .. 1 

ft 

V F(f) = II Vi(X i). 
i-1 

Since the U.(X), V.(X) are irreducible in each Hi, 
the Up(f) , Vp(f) are irreducible in HF.12 Thus 'lt Fo 
is a cyclic vector, and by an elementary calculation 
one finds 

E F(f, g) = ('It 11'0, U 11'(/) V 11' (g)'It 11'0) 

= exp [-i I/IW - i I/g//2 - !i(f, g)]. (2.18) 

It follows from Lemma 2.3 that U 11' (f) , V 11'(/) can be 
defined for all square-integrable I. 

To show that 'ltFo is a cyclic vector for the U 11'(/), 
choose a basis <p •. 1, <P i • 2, ••• for each Hi such that 
<Pi,! = 'Ito •. Then the set of all vectors of the form 

co 

II® <Pi.ft(i), 
i-I 

where n(i) = 1 except for finitely many i, is a basis 
for H 11'.12 Since 'Ito. is a cyclic vector for Ui(X) in Hi, 
any such vector belongs to the linear manifold 
spanned by all U(f)'It po; i.e., 'It po is a cyclic vector 
for all U p(f). Similarly 'It 11'0 is a cyclic vector for all 
V 11'(/). These results may be summed up as follows. 

Lemma 2.4: Let H 11' be the Hilbert space in 
which the Fock representation U F(f), V 11' (f) is 
defined with the no-particle state 'It po. Then {U F(f), 
V p(f), I E V}" is irreducible, and 'lt po is a cyclic 
vector for {UF(/), I E V}" alone, and also for 
{VF(/), I E V}" alone. 

In the representation so constructed, 'It 11'0 is in 
the domain of any polynomial of I/>p(f) and '/rF(g) 
[the infinitesimal generators of U 11' (XI) and V,.(Xg)]. 
The vacuum expectation value of products of 1/>11'(/) 
and '/rp(g) can be calculated easily from Ep(f, g) 
and coincides with those given by Eqs. (2.13-17). 
Furthermore, 

co 1 
Up(f)'ltpo = ft~n! I/>F(1)"'It Fo 

in the strong operator topology, and hence 'lt po is 
cyclic with respect to polynomials of I/>F(f). There­
fore the cyclic representation of the CCR's given 
by E p(f, g) above is equivalent to that given by 
Eqs. (2.13-17). 

The Fock representation is frequently used to 
describe the non relativistic potential scattering of 
particles. In the standard treatment, it is presented 

as being completely equivalent to the n-particle 
Schrodinger wave equation. In particular, only pure 
states which have a precise particle number have 
any physical significance. This means that not only 
is the number operator N conserved, but it defines 
a superselection rule. l4

•
15 Since neither I/>F(f) nor 

'/rp(/) commute with the total number operator N, 
they cannot be observables. It should be noted that 
Eq. (2.13) gives the direct sum decomposition of 
the Hilbert space of state vectors into coherent sub­
spaces (i.e. invariant subspaces on which the algebra 
of observables is irreducible). 

This superselection rule also follows from the 
Galilean invariance of the theory .16 Of course this 
superselection rule does not apply for a photon gas. 

Intensive Observables 

Our goal is to construct representations of the 
CCR's which, among other things, have a number 
density operator POP defined formally by17 

POP = lim N y/V, (2.19) 
y~co 

where 

Ny = Jy dX1/;*(x)1/;(x). (2.20) 

While this expression for the number operator as 
an integral of the formal operator 1/;*(x)1/;(x) is use­
ful for the Fock representation when realized in 
configuration space, it is not clear what this formula 
means in general. A rigorous and convenient ex­
pression for Ny is obtained by introducing a com­
plete orthonormal set of real functions In in the 
volume V, and using the equations 

N v = "E N(fn) = "E 1/;*(1 .. )1/;(/ .. ), 

! "E [1/>2(f .. ) + '/r2(/n) - 1]. (2.21) 

In general, of course, the operator N v does not 
exist. In this paper we construct representations in 
which both N v and POP exist. It is apparent that, in 

14 G. C. Wick, A. S. Wightman, and E. P. Wigner, Phys. 
Rev. 88, 101 (1952). 

1& J. M. Jauch, Helv. Phys. Acta 33, 711 (1960). 
16 V. Bargmann, Ann. Math. 59, 1 (1954). Bargmann's 

superselection rule arises in much the same way as the uni­
valence superselection rule in relativistic quantum field 
theory, which states that one cannot superpoae states of 
integer spin with states of half-integer spin, since they trans­
form differently under rotations. In the above paper, Barg­
mann shows that the way a state transforms under the 
Galilean group depends on its mass. 

17 The operators Ny and Pop always act in the Hilbert 
space of the infinite volume representations. An alternative 
possibility, which we shall not use, is to define N yin the finite 
volume representation and take the limit of V-IN vas V ..... CD. 
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order to discuss rigorously the existence of these 
operators, we must first give a precise definition of 
the convergence of unbounded operators. 

Definition 2.1: Let Tn, T be self-adjoint operators 
in a Hilbert space H. We shall say that Tn ~ T 
if for all real X, eiXTn ~ e·~T in the strong operator 
topology. 

Consider an irreducible representation in which 
Pop exists. Since cJ>(f) and 'Tr(y) can only change the 
particle number by a finite integer, they cannot 
change the density of a system with an infinite 
volume. Thus we would expect that in an irreducible 
representation the number density operator should 
be a constant. We now give a rigorous proof of this 
fact. In lemmas 2.5 and 2.6, we consider only those 
representations of the CCR's in which N v exists. 

Lemma 2.5: In an irreducible representation the 
number density operator is a constant (if it exists). 

Proof: The number operator for the volume V 
is defined by 

; 

N v = lim L 1/;*(f.)1/;(f.), 
j--.t» i-1 

where the f. are a complete orthonormal set of real 
functions for the volume V, and the limit is taken 
in the sense of definition 2.1. The number density 
operator is defined by 

Pop = lim Nv/V, 
v~'" 

also using definition 2.1. We assume that Pop exists, 
and want to show that as V ~ ex>, exp (iAN v/V) 
commutes with all U(f), V(y) and is therefore a 
mUltiple of the identity. Take V sufficiently large 
that it contains the support of the functions f, y. 
Since N v does not depend on the complete set f., 
choose fl = f. Then all but the first term in N v 

commutes with U(f), and a straightforward calcu­
lation yields 

exp (i">..Ny/V)U(f) = U[f cos (A/V)]V[fsin (">../V)] 

X exp [isin (2">../V) IlfW/4] exp [i">..Nv/V]. 

Similarly, one obtains 

exp (tANv/V)V(g) = V[gcos(">..jV)]U[-gsin(A/V)] 

X exp (i">..N v/V) exp [i sin (2">../V) IlyW /4]. 

It follows from Lemma 2.2 that 

exp (i">..pop) = lim exp (i">..N v/V) 
y~", 

commutes with all U(t), V(y). QED. 

Lemma 2.6: Given a cyclic representation of the 
CCR's in which 

lim exp (tAN v/ V)'iJ! = exp (i">..p)'iJ! 
v~", 

for some cyclic 'iJ! and all real ">... Then Pop exists and 
is a constant. 

Proof: From the proof of Lemma 2.5, we know 
that exp (i">..N v/V) commutes with all U(f), V(y) 
as V ~ ex>. It follows that 

lim exp (iXNv/V) U(f) V(y)'iJ! = exp (iXp)U(f)V(y)w. 
v~", 

But a sequence of unitary operators which converges 
on a dense set must converge everywhere, i.e. 

lim exp (iXN v/ V) = exp (i'Ap) 
v~", 

in the strong operator topology. QED. 

For the free Bose gas, a similar argument shows 
that limv~", H v/V, if it exists, will be a mUltiple of 
the identity. 

We now consider the distribution of the particles 
in momentum space (since we are concerned with 
the free Bose gas). This is not quite so straight­
forward, since any finite region in momentum space 
will contain infinitely many particles. This difficulty 
is avoided by considering the momentum distri­
bution for a finite volume V, and then letting 
V ~ ex>. Thus let B be some closed set in momentum 
space. Let fn be a complete orthonormal set of func­
tions with periodic boundary conditions whose sup­
port in momentum space (a discrete set) is in B. 
We define the operator 

N v(B) = t L 1/;*(fn)if;(f~)· 
n 

As in the proof of Lemma 2.5 one can show that 
limv~", N v(B)/V, if it exists, commutes with all 
U(f), V(y). Thus for the infinite free Bose gas, 
lemmas 2.5 and 2.6 also hold for the particle density 
distribution in momentum space. 

3. THE INFINITE FREE BOSE GAS: GROUND 
STATE 

In this section and Sec. 4 we shall construct repre­
sentations of the CCR's with the desired properties 
(number density operator, etc.). Of course in the 
transition to the idealization of an infinite system 
there is always the danger of ambiguity. We shall 
attempt to justify our approach when we consider 
the density matrix in Sec. 5. 

We begin with the simplest possible case, namely 
the free Bose gas at zero temperature. Thus our 
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problem is to construct a representation of the CCR's 
which contains the ground state of the infinite free 
Bose gas. 

It seems reasonable to assume that the ground 
state for the case of an infinite volume should be 
cyclic. Now the infinite system must be the limit 
of the finite system in the sense that physical quanti­
ties evaluated for a Bose gas in a box should con­
verge to the corresponding quantities for the in­
finite Bose gas as the volume V ~ co. This suggests 
that if we let Ev(f, g) = (i'v, U F(f) V,,(g)i'v) where 
i'v is the ground state in a box of volume V and the 
subscript F refers to the Fock representation, then 
the functional E(f, g) for the infinite system should 
be given by limv~oo Ev(f, g). 

Calculation of E(f, g) 

The Bose gas in a finite box is described by the 
ordinary Fock representation. The ground state is 
the state with n = p V particles each with wave­
function fv(x) = V-i, x E V. Introducing the an­
nihilation and creation operators 

if;F(f) = [¢F(f) + i7rF(f)l/v2, (3.1) 

if;W) = [¢F(f) - i7rF(f)]/v2, (3.2) 

we have 

Ev(f, g) 

= (n!)-I(if;~(fv)"i'Fo, UF(f)VF(g)if;~(fv)"i'FO)' (3.3) 

where i' FO is the no-particle state. We use the 
formulas 

1Iif;~(fri'FoW = n! if IIfll = 1, 

exp [if;F(f)]if;~(g) exp [-if;F(f)] 

= if;~(g) + (f, g), 

U,,(J)V,,(g) = exp {[iif;m) - if;~(g)]/v21 

(3.4) 

(3.5) 

X exp {[iif;F(f) + if;F(g)]/v2IEF(f, g), (3.6) 

where E,,(f, g), the vacuum functional for the Fock 
representation, is given by Eq. (2.18). Thus we 
obtain 

Ev(f, g) = EF(f, g)(n!)-I 

X ([if;~(Jv) - iTl(f, fv) - 2-!(g, fv)]"'Ir"o, 

X [if;~(fv) + i2-!(f, fv) + 2-!(g, fv»)"'Ir FO) 

1 n ( n! )2 
= EF(f, g) n! ~ r! (n - r)! 

X [-I(g,fv) + i(f,fvW/2nn - r)! 

= Rp(f, g)Ln{t[(g, tv) 2 + (f, tV)2]} , (3.7) 

where Ln is the nth Laguerre polynomial. Without 
loss of generality we can assume V sufficiently large 
that f and g vanish outside it. Then 

(f, fv) = ](0) (p/n) 1 , (3.8) 
where 

](0) = J dxf(x) , (3.9) 

and similarly for g. Now let V ~ co with p = n/V 
held constant. Using the formulal8 

lim Ln(z/n) = J o(2z1) , (3.10) 

we obtain 

E(f, g) = Ep(f, g)Jo {(2p[j(W + Y(0)2])!I. (3.11) 

It remains to show that this functional defines a 
representation of the CCR's with the desired proper­
ties. We shall do this by explicitly constructing the 
representation. 

Construction of the Representation 

Let H F denote the Hilbert space in which the 
Fock representation U F(f), V F(g) is defined with 
vacuum state i' FO, and a unitary representation of 
the Euclidean group U F(a, R). Then 

(i' FO, U F(f) V F(g)i' FO) = E F(J, g). (3.12) 

Let M be the Hilbert space of square-integrable 
functions on the unit circle with respect to the 
normalized Lebesgue measure dO/27r. Define bounded 
operators A, Bin M as follows 

(Af)(O) = cos 0 

(Bf)( 0) = sin 0 

f(O) , 

t( 0). 

(3.13) 

(3.14) 

Denote the identity function f(O) = 1 by <1>0' We 
then define a representation of the CCR's by 

H = HF@M, 

'lro = 'Ir 1"0 @ <1>0' 

U(f) = U,,(f) @ exp [i(2p)'A](0)], 

V(g) = V,,(g) @ exp [i(2p)!By(0)], 

U(a, R) = U F(a, R) @ 1. 

Thus we have 

('lro, U(f) V(g)'lro) 

= EF(f, g) J exp {i(2p)![J(0) cos 0 

+ yeO) sin 0) I dO /27r 

= EF(f, g)Jo{2p[J(0)2 + g(o?])il, 
which is the desired functional. 

(3.15) 

(3.16) 

(3.17) 

(3.18) 

(3.19) 

(3.20) 

18 G. Szego, Orthogonal Polynomials (Am. Math. Soc., 
New York, 1959), revised ed., Theorem 8.1.3. 
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We shall prove that 'l' 0 is a cyclic vector for the 
algebra I U(f), V(g) I". Consider the functions 

f.jx) = ase-8%/[411"(x2 + 1)], 8, a > O. (3.21) 

We have 

lim IIf •. aW = 0, 
.-0 
lim J • .a<O) = a. 
.-0 

(3.22) 

(3.23) 

It follows from Lemma 2.3 that in the strong operator 
topology we have 

lim U(f •. a) = 1 C8> exp [i(2p)iaA], (3.24) 
.-0 

and similarly, 

lim V(f •. a) = 1 C8> exp [i(2p)laB]. (3.25) 
.-0 

Since <1>0 is a cyclic vector for I A, B I" in the space M, 
and 'l' FO is a cyclic vector for I U F (f), V F (g) I" in 
H I' (see Lemma 2.4) it follows that '110 = 'l' FO C8> <1>0 

iscyclicfor IU(f), V(g)I". Thus we have constructed 
the desired representation. 

In dealing with infinite systems, one expects to 
encounter nonseparable Hilbert spaces. In particular 
for the case of the ground state, one expects the 
particle density p to label inequivalent representa­
tions of the CCR's (see lemmas 2.5 and 2.6). It 
might also seem reasonable to expect that, for a 
given value of p, the representation should be ir­
reducible. This is not the case. It is clear from the 
above construction of the representation that any 
operator of the form 1 C8> T, where T commutes 
with A and B, commutes with all U(f) and V(g). 

We shall now decompose the representation into 
a direct integral of irreducible representations. Given 
the above explicit realization of the representation, 
this is a rather trivial task. We write 

1
2 "e 

M = 0 M(8) d8/211", (3.26) 

where dim M(8) = 1, and apply the theoreml9 

HF C8> I fIJ 

M(8) d8/211" 

= Ie HF C8> M(8) d8/211". (3.27) 

The operators U(f), V(g) are clearly decomposable 
with respect to this decomposition of H. Thus we 
have 

l~ J. Dixmier, Le~ Algebres.d'Operateurs dans l'Espace Hil­
bertten, (Gauthier-Villars, Pans, 1957), p. 152, proposition 11. 

where 

U(f) = {l! U9(f) d8/211" , 

V(g) = Ie V 9(g) d8/211", 

(3.28) 

(3.29) 

(3.30) 

(3.31) 

Since dim M(8) = 1 and the algebra {U F(f), V I' (g) I" 
is irreducible in HI', it follows that {U9(f), V9(g)I" 
is irreducible in HI' C8> M(8). Thus we have decom­
posed the representation defined by Eq. (3.11) into 
a direct integral of irreducible representations. These 
results may be summed up as follows. 

Theorem 3.1: The functional 

E(f, g) = EF(f, g)Jo{(2p[J(0)2 + g(0)2])i} 

defines a cyclic representation of the CeR's. This 
representation is a direct integral of irreducible 
representations U9(f) , V9(g) where 0 :::; 8 :::; 211". 

Physical Significance of the Reducibility 

We now consider the physical significance of the 
reducibility of the representation. As we remarked 
earlier, one expects the particle density p to label 
inequivalent representations. Thus we would like 
to find another quantity which labels the different 
irreducible representations belonging to a given value 
of p. To do this we shall construct the irreducible 
representations in a slightly different fashion. As 
above, let H F, (!>F(f), 1I"F(g) refer to the Fock repre­
sentation. We define a new representation by 

(/J9(x) = 4>F(X) + (2p)i cos 8, (3.32) 

1I"9(X) = 1I"F(X) + (2p)i sin 8. (3.33) 
Then 

U9(f) UF(f) exp [i(2p)i cos ° J(O)]. 

V9(g) = V F(g) exp [i(2p)i sin 8 g(O)], 

(3.34) 

(3.35) 

which makes the equivalence of the two definitions 
rather obvious. Thus the irreducible representations 
describing the ground state of an infinite free Bose 
gas are simply the Fock representation with a uni­
form "external" field superimposed. Thus we see 
that the representations are labeled by the average 
field strengths 

(4)8) = lim V-I 1 dx 4>e(X) = (2p)! cos 0, (3.36) 
V-+co y 

(11"8) = lim V-I 1 dx 1I"e(X) = (2p)! sin O. 
Y-+Q) Y 

(3.37) 
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A rigorous proof of these limits is rather trivial. 
Consider the operator U F(XV) where xv(x) = V- l 

if x E V and is zero otherwise. Then lim v_", Ilxvll = 0, 
and by Lemma 2.3 we have limv_", U F(XV) = 1 
in the strong operator topology. Hence (cf>F) = 0, 
and similarly (7rF) = O. 

Having provided a label for the irreducible 
representations, we shall now explain the reduci­
bility. That is, we must understand why there 
exist operators which are not observables. This is 
equivalent· to saying that there exist states which, 
although. physically equivalent, are mathematically 
distinguishable. 

We shall show that the operators 

(3.38) 

and 

(3.39) 

can be interpreted as annihilation and creation opera­
tors for particles in the zero-momentum state. We 
note that a = limv_", "'(xv) where xv(x) = p -iV-\ 
x E V .. If 'It v is the normalized ground state for 
volume V with n = pV particles, then "'(xv)'lt v 
is the normalized ground state with n - 1 particles. 
That is, "'(xv) is just the usual annihilation operator 
for zero-momentum particles but without the ni 

factor. Similarly "'*(xv) is, except for the ni factor, 
the creation operator for zero-momentum particles. 
It is therefore plausible to say that a and a* are 
annihilation and creation operators for zero-mo­
mentum ,articles in the infinite system. 

Since there are infinitely many particles in the 
zero-momentum state it should, loosely speaking, 
behave classically. Thus we note that the operators 
a and a* act classically in the sense that they com­
mute with each other and with all U(f), V(g). 
Since the effect of applying a or a* is to change the 
number of particles in the zero-momentum state, 
we see that two states which differ by only a finite 
number of zero-momentum particles are physically 
indistinguishable. However two such states are not 
mathematically identical, unless the operator a is 
a multiple of the identity. Now if one chooses the 
ground state, as we did, to have a definite particle 
number, then one can hardly expect the operator a 
to be a c number (since it should produce an orthog­
onal state when applied to the ground state). To 
sum up, the reason for the reducibility of the repre­
sentation is that two states which differ by only a 
finite number of particles in the zero-momentum 
state are mathematically distinguishable, although 
physically identical. 

It is interesting to note that the operator a is 
unitary. In our construction of the representation, 
it is simply multiplication by ei6

, hence (1 ® a)"'lto = 
'ltFo @ <P_n where <p .. (8) = e-in

'. The set of all 
'Ito .. = 'ltFO @ <p .. , n = 0, ±1, ±2, ... form an 
orthonormal set spanning the manifold of (physically 
equivalent) degenerate ground states. The state 'Ito .. 
contains ro + n particles in the zero-momentum 
state. 

The Particle Density Operator 

In terms of the field "'(x) we have 

"'6(X) = '" F(X) + pie". (3.40) 

Thus the number operator N v for the finite volume 
V is given by 

(Nv), = (Nvh + pV + pi 

X Iv dx[e-i''''F(X) + ei'",~(x)]. (3.41) 

Consider POP = limv_", V-leN v),. From Eqs. (3.36) 
and (3.37) it follows that 

~~ V-
l 

Iv dX"'F(X) = 2-i«cf>F) + i(7rF» = O. (3.42) 

One can easily show that limv_", V-leN vh = o. 
It follows that 

PoP = p. (3.43) 

Thus our derivation of the representation has at 
least led to the correct particle density. 

The Hamiltonian 

The preceding analysis has been concerned with 
the field operators at a fixed time, which we shall 
take to be t = O. Our general principle for deter­
mining ",(x, t) is that it should be the limit, in some 
sense, of ",(x, t) for the finite volume representation. 
For the present case, the problem of extending the 
definition of the field operators to arbitrary times 
is rather trivial. Let "'F(X, t) denote the time-de­
pendent Fock representation satisfying the free-field 
equation 

(3.44) 
The field 

(3.45) 

clearly satisfies the free-field equation also. 
It follows that the Hamiltonian H for ",,(x, t) is 

just the Fock Hamiltonian H F, i.e. 

(3.46) 
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Using Eq. (3.40) this can be written 

H = (2m) -1 J dx(V ~1) -(V ~8). (3.47) 

Thus the fonnal expression for the free-particle 
Hamiltonian remains valid for the case of the 
strictly infinite system in its ground state. This is 
not a trivial result. In particular, it should be noted 
that the operator 

H' = J dx~1(x)( -~/2m)~8(x) (3.48) 

does not exist. 

Relation to BCS Theory 

We have seen that the ground state of the infinite 
free Bose gas is degenerate, i.e. there exists more 
than one state if which satisfies Hif = 0 where H 
is the Hamiltonian. In fact, any vector of the fonn 
if = if FO ® <P, <P E M has the same energy as the 
ground state if FO ® <Po. This situation is analogous 
to the degeneracy of the ground state of the BCS 
model of superconductivity.20 

The degeneracy of the ground state of the BCS 
model is also related to the fact that the algebra 
of field operators, which now satisfies anticommuta­
tion relations, gives rise to inequivalent irreducible 
representations. As in the present case, the irreduci­
ble representations can be labeled in a natural way 
by the real parameter (J, 0 ~ (J ~ 271". In both 
cases the degeneracy is related to the invariance of 
the theory under gauge transfonnations of the first 
kind ~ ~ eia~, a real. This transfonnation carries 
the irreducible representation ~8(X) into ~8+a(X). 
To prove this for the infinite free Bose gas, we write 

eia~8(X) = eiaif;F(x) + pV(a+8) (3.50) 

and note that eia~F(X) is unitary equivalent to the 
Fock representation. It follows that eia~8(X) is 
unitary equivalent to ~8+a(X). 

4. THE INFINITE FREE BOSE GAS: EXCITED STATES 

In this section we shall obtain representations of 
the CCR's which, we hope, will describe an infinite 
free Bose gas of uniform density at a finite tempera­
ture. Thus we shall construct representations which 
describe a system of particles with a distribution 
p(k) in momentum space. We also consider the case 
where, in addition to a continuous distribution in 
momentum space, there is macroscopic occupation 
of the zero-momentum state (Bose-Einstein con-

20 For an analysis of the BCS model from the present 
point of view, see R. Haag, Nuovo Cimento 25, 287 (1962). 

densation). As in the case of the ground-state 
representations, the functional E(f, g) will be ob­
tained by an heuristic argument. We then construct 
the cyclic representation with this functional, and 
show that it has the desired properties. 

We first list a number of assumptions about p(k). 

(i) p(k) = p(k) , 

(ii) p(k) is continuous, 

(iii) p = J dkp(k) < (XI, 

(iv) p(k) ~ 0 almost everywhere. 

We shall not always make explicit reference to these 
properties in the following. Much of the discussion 
is valid under weaker restrictions on p(k) _ However 
these assumptions simplify the exposition, and they 
are valid for any case of physical interest. 

Calculation of E(f, g) 

Weare interested in the case where the distribu­
tion in momentum space is a continuous function 
p(k). We assume that the functional EpCf, g) for 
this case can be obtained as the limit of functionals 
describing a discrete distribution of particles in mo­
mentum space. 

Consider a state if v (in a box of volume V) with 
n1 = P1 V particles each with wavefunction 

f~(x) = (2/V)t cos k1 -x, (4.1) 

another nl particles with wavefunction 

f:(x) = (2/V)t sin k1 -x, (4.2) 

and n2 = P2 V particles with wavefunction 

f;(x) = (2/V)t cosk2 -x, (4.3) 

etc. If we assume that the functional 

has a limit as V ~ (XI with Pl, .•. , P .. held constant, 
then a simple modification of the methods of Sec. 3 
shows that this limit must be 

E(f, g) = EF(f, g) 
.. 

X II J o{2[fc(kj )2 + gc(k j)2]lp'} 
;-1 

where 

fc(k) = J dxf(x) cos k-x, 
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f.(k) = f dxf(x) sin k·x. 

We now let the discrete distribution tend to a 
continuous distribution. Without loss of generality, 
we shall calculate this limit for the one-dimensional 
case. Then p(k) is approximated by dividing the 
real line into intervals of length l/n, and letting 
p; = p(j/n)/n. Thus we have 

E(f, g) = lim Ep(f, g) 
n,L_CD 

nL 

X II J o(2Ip(j/n)n-I[fc(j/n)2 + gc(j/n?]}i) 
;-1 

X Jo(21 p(j/n)n-I [f.(j/n)2 + g,(j/n)2] I!). 

Noting that p(k) = p( -k), we have 

log [E(f, g)/Ep(f, g)] 
nL 

= lim L: 1- p(j/n) UcU/n) 2 + f,(j/n)2 
n,L_CD i-I 

+ gc(j/n)2 + g. (j/n) 2]n -I + Oen -2) I 

= -~ L~ dkp(k)[lJ(kW + lu(k) n, 
where 

J(k) = f dU'hf(x). 

(4.5) 

(4.6) 

(4.7) 

The formula for the general case is then given by 

Ep(f, g) = Ep(f, g) 

X exp {-~ f dkp(k)[ll(k)12 + Ig(k)12]}. (4.8) 

It should be noted that this equation is valid only 
for continuous density distributions. If one wants 
to consider the case where there is macroscopic oc­
cupation of the ground state, it is incorrect to insert 
a delta function in p(k). However if p(k) = Po o(k) + 
PI (k) where PI (k) is continuous, then it is obvious 
from the above arguments that we would obtain 

Ep(f, g) = Ep(f, g)Jo({2pO[J(0)2 + g(0)2])i) 

X exp {-~ f dkpI(k)[Il(k)12 + Ig(k)12]}. (4.9) 

We now turn to the task of constructing the cyclic 
representations defined by these functionals. 

No Macroscopic Occupation of the Ground State 

We construct first the representation defined by 
Eq. (4.8). We define an operator p on the space V 
of test functions as follows [since p is diagonal in 

momentum space it is defined in terms of the Fourier 
transform l(k)]. 

(pf)(k) = (211lp(k)J(k). (4.10) 

The representation is now defined as follows. 

H = H p @Hp , (4.11) 

U(f) = U F([l + p]if) @ U F(p!f), (4.12) 

U(a,R) = UF(a,R) @ Up(a,R). 

We have 

(ito, U(f) V(g)ito) 

= EF(f, g) exp I-![(f, pf) + (g, pg)Jl 

= Ep(f, g). 

which is the desired functional. 

(4.13) 

(4.14) 

(4.15) 

(4.16) 

It remains only to prove that ito is a cyclic vector 
for the algebra R = IUU), V(g)I", i.e. thatRito = H 
(the bar denotes the closed linear space spanned by 
the given set of vectors). Now the annihilation and 
creation operators are given by 

1/I{f) = 1/Ip([1 + p]if) @ 1 + 1 @ 1/IHplf) , 

1/I*(f) = 1/IH[1 + p]if) @ 1 + 1 @ 1/Ip(pif). 

(4.17) 

(4.18) 

Let us call Dp the linear hull of all vectors of the 
form 

Then 1/1(/) on DF @ Dp can be obtained by dif­
ferentiation of U(f) and V(g). From Eq. (4.17) it 
follows that 

it FO @ Dp C Rito, 

since Ip!f, f E VI is dense in V, and therefore 

itFo @ Hp C Rito, 

since DF is dense in H p. It follows that 

I U p(I) I"it FO @ H p C Rito. 

Since it PO is a cyclic vector for I Up (f) I" (see Lemma 
2.4), we have 

Thus we have constructed the desired representa­
tion. These results may be summed up as follows. 

Theorem 4.1: The functional E/I, g) of Eq. (4.8) 
defines a cyclic representation of the CCR's. 
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Reducibility of the Representation 

We now investigate the mathematical structure 
of the operator algebra R = {V(f), V(g) I". By a 
trivial calculation one can show that the commutor 
R' contains the operators 

then 

vCx) = VA @VB[(X, V); xy E XL 

where 

U(f) = V F(pi!) @ V 1'([1 + p]l!) , 

V(g) = VF(_plg) @ VF([I + p]lg). 

(4.20) and 

(4.21) VB(X) = ("IJIB, EB(X)ih). 

Thus R is reducible, as was the case with the ground­
state representation. However R' is now noncom­
mutative. We note that R V R' contains 

1 @ VF(f) = V( - plf)U([l + p]if) , 

1 @ V F(g) = V(plg) V([l + p]ig), 

V l' (f) @ 1 = V([1 + p]lf) U( - pi!), 

V F(g) @ 1 = V([I + p]lg) V(pig). 

Thus (R V R')" is irreducible, and R (\ R' = 
(R V R'Y which contains only mUltiples of the 
identity, i.e. R is a factor. 

If the factor R were type I, then one could write 
H as a tensor product H" @ He such that R would 
be the algebra of all operators of the form T .. @ 1. 
The representation would then be a discrete direct 
sum of copies of one irreducible representation. We 
now show that this is not the case. 

The proof that R is not type I involves showing 
that under the decomposition H = HI> @ H b the 
cyclic vector "IJIo must be of the form "IJI .. o (8) "IJI bO' 

This is impossible, as one can easily see in a variety 
of ways. In particular it would imply that R"lJlo = 
HI> @ "IJI bO, in contradiction with the fact that "IJIo 
is a cyclic vector for R. 

The following lemmas will be used to show that R 
type I implies "IJIo = "IJI .. o @ "IJI bO ' 

Lemma 4.1: Let A and B be unitary operators. 
If the operator A (8) B has a discrete spectrum, then 
both A and B have discrete spectra. 

Proof: Let E A, E Band E be the spectral measures 
of A, B and A (8) B respectively. Then 

E(X) = EA @EBf(x, V); xy t X], 

where X is any Borel set in the complex plane 
(EA , E B, and E are zero outside the unit circle). 
If D is a total set (i.e. a set whose linear hull is 
dense) in the Hilbert space, then whether or not E 
has a discrete spectrum is equivalent to whether or 
not the complex measure veX) = ("IJI, E(X)cf» has 
a discrete spectrum for some"IJI, cf> E D. We consider 
vectors of the form "IJI = "IJI A (8) "IJI Band <P = cf> A <8> <P B, 

Since II A and VB are a finite linear combination of 
nonnegative measures with finite total measure, 
the desired result can be established by proving 
that the measure 

J.I(X) = J.lA @ J.lB[(X, V); xy E XL 

where J.lA and J.lB are nonnegative measures on the 
unit circle of the complex plane with total measure 
one, cannot have a discrete spectrum if /LA has no 
discrete spectrum. 

If J.lA has a continuous spectrum only, then there 
exists a sequence of points tr;; = 0, (}~, ... (}Z- = 211", 
such that 

where 

AtN = Ie"; (} E [ti;'-l, (}~]} j = 1, ... n. 

We now prove that for any e'\ A real, J.I([e'~]) = o. 
Let 

AfN = feis
; OE [A - of, A - Of-d,mod2rJ. 

Then 

N 

{(x, Y)i lxl = Iyl = 1, xy = eiX
} C U AtN )( A:~ 

i-1 

Hence 
N 

J.I{(eiAJ} ~ N-1 L J.lB(AfN) = N-1
• 

;-1 

Thus 

QED. 

A similar lemma holds for any normal operators 
A and B, provided zero is not a discrete eigenvalue 
of either operator. 

Lemma 4.2: Given a Hilbert space H = H" @ Ho 
and a unitary operator V in H such that for all 
operators T .. in H .. and To in He we have 

U(T .. <8> 1) V-I = T~ <8> 1, 

V(l <8> Tb)"U- 1 = 1 <8> T'. 
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Then there exist unitary operators Ua in Ha, and 
Ub in Hb such that U = Ua ® Ub. 

Proof: By considering projection operators, it 
follows that U(x ® y) where x E Ha, y E H b, 
must be of the form Cx' ® C-Iy' where C is an 
arbitrary complex number. For some fixed y E H b, 

choose some C such that IIC-VII = Ilyli. Then 
define an operator Ua in Ha by Uax = Cx'. 

It remains to define Ub • We have 

U(x ® y) = Uax ® y'(X) , 

where y' may depend on x. Now we have 

(U[XI ® y], U[xz ® y]) = (Xl' X2)(y, y), 

but also 

(U[XI ® y], U(X2 ® y]) = (Xl' XZ)(y'(X l ) , y'(X2»' 

It follows that y'(x) does not depend on x. The 
operator Ub is now defined by 

Uby = y'(x). 

The operators Ua ® Ub and U coincide on all 
Li Xi ® Yi which are dense in H. It follows that 
U = Ua ® Ub. QED. 

Now assume R is type I, hence H = Ha ® H b. 
We have shown above that the algebra 

R = {O(f), V(g) I" C R', (4.22) 

together with the algebra R, generates all bounded 
operators in H. It follows that R' = R. Now con­
sider the translation operator U(a, 1). A trivial 
calculation shows that Rand R' are invariant under 
U(a, 1), i.e. U(a, 1) satisfies the condition of lemma 
4.2. It follows that U(a, 1) = Ua(a, 1) ® Ub(a, 1). 

It is known that for any finite a, U pea, 1) has 
only one discrete eigenvector W po. It follows from 
lemma 4.1 that U(a, 1) = U pea, 1) ® U pea, 1) 
has only one discrete eigenvector Wo = W PO ® W po. 

Now a second application of lemma 4.1 to the 
equation U(a, 1) = Ua(a, 1) ® Ub(a, 1) yields 
the result that the unique eigenvector Wo must be 
of the form waO ® WbO • As we have seen above, this 
leads to a contradiction. Thus R is not type 1. Since 
the CCR's are incompatible with the existence of 
a relative trace function on R, R is never type Ill' 
Thus we have proved 

Theorem 4.2: For the representation of the CCR's 
described in theorem 4.1 the operator algebra 
R = {U(f), V(g) I" is a factor either of type 11. .. 
or IlL ... 

The decomposition of the representation into ir-

reducible representations can be obtained as follows. 
We first construct the representation in a slightly 
different way. On the space V of test functions we 
define two operators K, L by 

K = (1 + 2p)i, (4.23) 

L = [4p(1 + p)/(1 + 2p)]i, (4.24) 

where p is defined by Eq. (4.10). Then we define 

H = Hp®Hp, 

U(f) = Up(Kf) ® 1, 

V(g) = V p(K-' g) ® V p(Lg) , 

U(a, R) = Up(a, R) ® Up(a, R). 

By noting that K2 = K-2 + L2, we see that 

Ep(f, g) = (wo, U(f)V(g)wo). 

We omit the proof that Wo is a cyclic vector. 

(4.25) 

(4.26) 

(4.27) 

(4.28) 

(4.29) 

(4.30) 

By lemma 2.4, {Vp(f)I" is maximal abelian in 
H p. Hence there is a spectral decomposition such 
that H p is a Lz space with measure ILp over a space 
Z which is the algebraic dual of the space V of test 
functions, Vp(g) is mUltiplication by ei

(x.I1), X E Z, 
and the cyclic vector Wo is the function wo(x) = 1.7

•
8 

The measure ILp is the normal distribution with 
unit variance, i.e. the restriction of ILp to any finite­
dimensional subspace of Z is the Gaussian measure 

7r -n/2 exp - (xi + ... + x!) dX l ••• dxn • 

Using this decomposition for the second factor of 
Hp ® Hp we obtain 

E(f, g) = L Ex(f, g) dILp(x), (4.31) 

where 

Ex(f, g) = Ep(Kf, K-'g)ei(x.Lg) (4.32) 

defines an irreducible representation of the CCR's. 

Physical Significance of the Reducibility 

If W E R' is unitary, then all operators in R 
have the same expectation value in Ww as in w. 
If R = {U(f), V(g) I" contains all observables, then 
'l' and W'l' are physically indistinguishable. We 
would like to understand, at least intuitively, what 
the Ww are. Recall that for the ground state repre­
sentations, R' = {a, a* I", where the operators 
a, a* could be interpreted as the annihilation and 
creation operators for zero-momentum particles. In 
the same way, one can understand the reducibility 
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of the representations for discrete momentum dis­
tributions defined by Eq. (4.4). These representa­
tions are a direct integral of inequivalent irreducible 
representations obtained from the Fock representa­
tion by the transformation 

!/Iy(x) -t !/I(x) = !/Iy(x) + L eiBieik/"Xp'. (4.33) 
j 

However we do not yet understand the intuitive 
reason for the change in the mathematical structure 
of R when the momentum distribution becomes 
continuous. 

While the occurence of representations other than 
type I was hardly anticipated, it is not clear that 
one can ascribe any particular significance to this 
fact. It should be noted that, in the general theory 
of group representations, the primary representations 
play a role similar to that of the irreducible repre­
sentations in the type I case. Namely it is known 
that any type I representation of a separable locally 
compact group has a unique decomposition into ir­
reducible representations.21 The generalization of this 
theorem to arbitrary representations yields a direct 
integral decomposition into primary representa­
tions.22 However the physical significance of this 
fact is, to say the least, not very clear. 

The mathematical structure of the representation, 
as we have constructed it, is rather suggestive. 
Eq. (4.17) indicates that !/ICt) can be interpreted 
as the sum of an annihilation operator on the first 
space (or first kind of particle) and a creation opera­
tor on the second space (or second kind of particle). 
This immediately brings to mind the particle-anti­
particle description in elementary particle physics. 
It should also be noted that the operators OCt), 
V(g) defined by Eqs. (4.20-21) which commute 
with U(f), V(g) and, together with U(f), V(g) are 
irreducible, give a representation of the CCR's 
unitary equivalent to uct), V(g). However we do 
not understand the significance of these remarks. 

The Number Density Operator 

According to lemma 2.6 it is sufficient to consider 
the cyclic vector '1'0' Let i" be a complete set of 
functions for the volume V. Using Eqs. (4.17-18) 
we have 

Consider the function 

gk(X) = {:-ik.X xE V 

X not in V. 
(4.36) 

Then In(k) 
we have 

(gk, in) and, by Parseval's formula, 

(4.37) 

Thus 

(4.38) 

where 

p = f dkp(k). (4.39) 

It follows that 

Nvwo = L NCt .. )wo = Xv + p Vwo, (4.40) 

where 

n,m 

L (tn, [p + /]i .. ) = (p + u) V, (4.41) 

and 

u = f dk/(k) (4.42) 

is finite for those p(k) of interest. Thus 

IIV-Ixvll = (p + u)!V-!, (4.43) 

and we obtain 

lim V-INvwo = pWo. (4.44) 
v~~ 

To obtain the momentum distribution of the 
particles, assume the region V is rectangular and 
choose the i .. (x) to be eigenfunctions of the operator 
iV with periodic boundary conditions. The number 
operator N(V, kl' k2) for the number of particles 
in the volume V with momenta in the interval 
(kl' k2) is then given by 

N(V, kl' k2) = L N(i .. ) , .. 
NCt,,)wo = ""~C[l + p]lfn)wFo 

® ""~CP!tn)WFo + (tn, P!n)Wo. 
Now 

where the sum includes only those values of n such 
(4.34) that the eigenvalue to which t,,(x) belongs is in 

(k1' k 2). We have 

L (t", pi,,) = J dkp(k) L IJ .. (k) 12. 
.. n 

(4.35) N(V, kl' k2)wO = <Pv + L (I .. , pI .. )wo. (4.45) 
---- n 

21 G. W. Mackey, Trans. Amer. Math. Soc. 85, 134, (1957). " 
22 J. A. Ernest (preprint). Since V-l £.... .. IJ .. (k)1 2 is uniformly bounded by one 
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and 

lim V-I L: IUk) 12 = {I if k E (k1 , k2) (4.46) 
V_m n 0 if k not in [kl' k2 ], 

we have 

The same argument that led to Eq. (4.43) can be 
used to obtain 

Thus we have 

lim V-IN(V, kl' k2)'I'0 = p(kl' k2)wO, (4.49) 
V~m 

which is the desired result. 
In view of definition 2.1, the above argument is 

unsatisfactory in that we have used the unbounded 
operators N v, etc. rather than the unitary operators 
enNv

, etc. It seems very likely that the unitary 
operators have the desired values, but we have not 
done the necessary calculations. 

The Hamiltonian 

For the free Bose gas in a finite box, the time­
dependent field 1/;(f, t) satisfies the equation 

(4.50) 

where 

and 

1'-0 = f· 
Clearly the operator 

provided one chose the appropriate formal expression 
for H v. In the present case the state 'l'o obviously 
has an infinite total energy. This might lead one to 
to expect that 

H = lim [Hy - (wo, Hvwo)], 
v_oo 

i.e. a renormalization. This is not the case. In fact 
we now prove that the operators U(t) and U(a, R) 
are not functions of the field operators. 

Lemma 4.3: U(t), U(a, R) do not belong to 
R = I U(f), V(g) }". 

Proof: U(t), U(a, R) do not commute with O(f), 
V(g) which belong to R' [see Eqs. (4.20-22)]. QED. 

Macroscopic Occupation of the Ground State 

We now consider the representation of the CCR's 
defined by Eq. (4.9). The following construction is a 
straightforward synthesis of Eqs. (3.15-19) and 
(4.11-15). 

H = HI' ® HI' ® M, (4.54) 

U(f) = U 1'([1 + p]!f) ® U F(p!f) 

® exp [i(2po)iAJ(0)], 

V(g) = V 1'([1 + p]ig) ® V 1'( _ pig) 

® exp [i(2po)iBg(0)], 

w 0 = W /0"0 ® W /0"0 ® <1>0, 

(4.55) 

(4.56) 

(4.57) 

U(a, R) = UF(a, R) ® UF(a, R) ® 1, (4.58) 

U(t) = U F(t) ® U F(t)* ® 1. (4.59) 

To prove that '1'0 is cyclic for R = {Ucn, V(g) I" 
it suffices to show that R contains 1 ® 1 ® A and 
1 ® 1 ® B (recall proof of cyclicity for the ground­
state representation). To do this, consider the func-

U(t) = U F(t) ® U F(t) * (4.51) tions I.(x) whose Fourier transforms are 

satisfies 

U(t)1/;(f)U- 1(t) = 1/;(f, t), (4.52) where 

or an equivalent commutation relation with 
U(f)V(g), and 

U(t)% = wo· (4.53) 

Since '1'0 is cyclic for R, Eqs. (4.52-53) uniquely 
determine U(t). 

For the ground-state representation where 
H v'l'o = 0, we saw that the infinitesimal generator 
of the time displacements was given by 

H = limHv, 
V~m 

Then 

and 

but 

i.(k) = (21rr! 0(8 - k), 

O(x) = {I if x > 0, 
o if x < o. 

lim Ilpit.11 = 0, 
.-0 

lim li[l + p]!t.11 = 0, 
.-0 

i.(O) = 1. 

(4.60) 

(4.61) 

(4.62) 

(4.63) 
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Hence by lemma 2.3, 

lim U(f.) = 1 Q9 1 Q9 exp li(2po)1 Al, (4.64) 
.~o 

and R contains 1 Q9 1 Q9 A. Similarly one can show 
that R contains 1 Q9 1 Q9 B. 

The decomposition of the ground-state representa­
tion into a direct integral of irreducible representa­
tions has an obvious analog here. Namely the 
representation is a direct integral of primary (or 
factor) representations defined by 

Us(f) = U F([l + p]if) Q9 U F(pif) 

X exp [i(2Po)lj(O) sin 6], 

V,(g) V F([1 + p]!g) Q9 V F( - plg) 

X exp [i(2Po)lg(O) cos 6], 

Uia, R) = U rea, R) Q9 U F(a, R), 

Us(t) = U F(t) Q9 U F(t)* , 

(4.65) 

(4.66) 

(4.67) 

(4.68) 

(4.69) 

(4.70) 

where 0 ~ 6 ~ 211'. Thus the representation is a 
direct integral of inequivalent primary representa­
tions with mUltiplicity one. 

These primary representations are related to the 
representation with Po = 0 just as the ground-state 
representations are related to the Fock representa­
tion. That is, if the subscript p' refers to the repre­
sentation with no macroscopic occupation of the 
ground state, then the above irreducible representa­
tions are given by 

(4.71) 

These representations can be labelled by the aver­
age field strengths. Consider the operator Us(xv) 
where xv(x) = V-t, x E V. We have 

lim Ilpixvll = 0, (4.72) 
v~", 

and 

lim 11[1 + p]ixvl/ = o. (4.73) 
v~", 

It then follows from lemma 2.3 that 

lim Us(xv) = exp [i(2Po)l](O) sin 6], (4.74) 
v~", 

and similarly for Vs(xv). Thus we have 

(4.75) 

Since (1/;8) is a unitary invariant, this proves the 
inequivalence of the representations belonging to 
different values of 0. These results may be summed 
up as follows. 

Theorem 4.3: The functional E(f, g) of Eq. (4.9) 
defines a cyclic representation of the CCR's. This 
representation is a direct integral of inequivalent pri­
mary representations Ue(I), Ve(g) where 0 ~ 0 ~ 211'. 

The proof that a number density operator exists, 
and that the representation does describe a system 
of particles with the distribution p(k) in momentum 
space, etc. is similar to the discussion for the ground 
state representations (just replace the Fock repre­
sentation by the representation of Theorem 4.1). 
We therefore omit the proofs. 

5. DENSITY MATRIX FOR THE INFINITE FREE 
BOSE GAS 

The first step in a theory of the statistical mechan­
ics of an infinite system would seem to be the 
construction of a suitable density matrix. We give 
first a plausible argument that to each value of 
temperature {3 and chemical potential /L there cor­
responds an inequivalent representation of the 
CCR's. A systematic (but not necessarily unam­
biguous) method for constructing the algebra of 
observables is presented. The discussion of the 
density matrix is then based on a consideration of 
expectation values of observable quantities. 

Consider a finite system described by a thermal 
ensemble u({3, /L). A physical quantity is obtained by 
averaging the corresponding observable X over the 
ensemble, i.e. by computing Trace Xu/Trace u. Since 
the eigenstates of the energy operator can be chosen 
as products of single-particle states with definite 
energy and momenta, the calculation involves eval­
uating the expectation value of the operator X in 
a state with n1 particles of momentum kl' n2 par­
ticles of momentum k2' etc. If there is no condensa­
tion (no macroscopic occupation of the zero-momen­
tum state) then, as the volume of the box gets very 
large, most of the states in the ensemble will have 
essentially the same distribution in momentum space. 
Thus in the limit V ---+ 00, a single momentum distri­
bution p(k, (3, /L) prevails. Since the inequivalent 
representations of the CCR's which we constructed 
are labeled by the density distribution p(k) in 
momentum space, this suggests that to each value 
of the chemical potential /L and temperature {3 there 
is associated an inequivalent representation of the 
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CCR's-namely that representation belonging to 
p(k) = p(k, (3, p.). 

These qualitative arguments are confirmed by a 
calculation of the expectation value of the operator 
U(f) V(g) over the grand canonical ensemble. The 
result of this calculation, which is given in appendix 
1, is that 

lim Trace U(f) V(g) exp ({3/J.N - (3ll) 
v-... Trace exp «(3p.N - (3H) 

(f) { 
1 J dk exp «(3p. - (3Eh) 

= Ep ,g exp -2 (211'Y 1 - exp ({3p. - (3E
k

) 

X [lJ(k) 12 + lu(kWll , (5.1) 

where Ek = k2/2m. Thus the limit of the ensemble 
average of the operator U(f) V(g) is correctly given 
by its expectation value in the cyclic state 'Ii 0 in 
the representation belonging to 

p(k, {3, p.) = (211'f3[exp ((3E" - {3p.) - 1]-1. (5.2) 

When there is condensation the fluctuations in 
momentum space do not approach zero as V ~ co. 
If one uses the grand canonical ensemble to describe 
the finite system, macroscopic fluctuations will occur 
only in the zero-momentum state. Thus one would 
expect the ensemble average of U(f) V(g) to approach 
an integral over Po (the density of particles in the 
zero-momentum state) of the E(f, g) of Eq. (4.9). 
The calculation of the ensemble average when there 
is condensation present is complicated by the fact 
that p, = 0 for the limit of an infinite volume. If 
one carries out the calculation for zero temperature 
and lets p. ~ 0 as V ~ co so that the total particle 
density p remains constant, then one obtains 

E(f, g; p, (3 = co) 

= J dr(rj p) exp (-r2 j2p)E,(f, g), (5.3) 

where 

It seems likely that if the macrocanonical ensemble 
were used, the limit of the ensemble average of 
U(/)V(g) would just be Ep(f' g). 

Thus the limit of the ensemble average of U(/) V(g) 
is equal to the expectation value of U(/)V(g) in the 
cyclic state 'lio in the appropriate representation. 
However, this does not necessarily imply that the 
thermal ensemble for the infinite free Bose gas 
shOUld be a pure state. First, the algebra R may be 
reducible (cf. criterion for pure state, below). Second, 
it is not clear which operators are observables for 

the infinite system. Third, the fact that the expecta­
tion value of U(f)V(g) approaches a limit does not 
necessarily imply the convergence of different func­
tions of the field operators. 

In order to discuss the thermal ensemble for an 
infinite system, we must adopt a convenient criterion 
as to whether a given physical state 'Ii is a pure 
state or a mixture. Consider the positive linear func­
tional ('Ii, X'Ii) defined on the algebra of observables 
~ as the expectation value of the observable X in 
the state 'Ii. Then the state 'Ii is a pure state if and 
only if it is impossible to write ('Ii, X'Ii) as a convex 
linear combination of two distinct positive linear 
functionals. This is equivalent to saying that 'Ii is 
pure if and only if ~ is irreducible on ~'Ii (the sub­
space spanned by all X'Ii, X E ~). 

The Algebra of Observables 

In order to apply these remarks, one must first 
decide which operators are observables. For the 
finite system the algebra R = {U p (f), V p (g)} II is 
irreducible, but the algebra of observables ~ is not. 
(In fact, ~ = {N}', see discussion of the Fock 
representation in Sec. 2.) We indicate here a sys­
tematic method for constructing the algebra ·of 
observables. Although not unambiguous, it is mathe­
matically rigorous. As in the case of the CCR's, we 
shall use unitary operators in order to avoid any 
difficulties due to unbounded operators. 

We consider a class of Hermitian operators K on 
the space of L2 functions as follows. Let n be any 
positive integer, II ..• In be any orthonormal set 
of functions in the space S of Schwartz,9 and A1 .•• h" 
any set of real numbers. The operator 

n 

K = L h.(f. @ I~) (5.5) 
i=1 

is defined by 

.. 
Kg = L h;(f;, g)/., (5.6) 

i-I 

The set of all such Hermitian operators K will be 
denoted here by if. We then define a unitary operator 
exp [iQp(K)] on the Hilbert space of the Fock 
representation by 

exp [iQ p(K) ] 1/-'''fo(f1) •.. 1/-'';.(fn)'Ii PO 

= 1/-'~[e;K/1} ... 1/-'MeiKln}'li po • (5.7) 

and 
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The self-adjoint generator is given by23 
.. 

QF(K) = .L: A.H(j')"'F(j~). (5.9) 
i=l 

We now prove that the von Neumann algebra 

QF = {exp [iQF(K)]}" (5.10) 

is the algebra of observables for the finite system. 

Lemma 5.1: Given the Fock representation for 
the volume V with total number operator N, then 
QF = {N}'. 

Proof: Since the exp [iQF(K)] do not change 
particle number we have QF C {N}'. Hence the 
subspace H; with fixed particle number n is in­
variant under Q p. It remains only to show that Q 11' 
is irreducible on H;. To prove this we will use the 
fact that if 'It is a cyclic vector for a von Neumann 
algebra A, and if the projection on 'It is in A, then 
A is irreducible. 

Let K .. (x, y) = t .L:~-I f.(x)f.(Y) where f. is a 
set of real functions in S forming a basis of L 2 (V). 
Then 

It follows that the projection operator En onto H; 
is in Q11" Since Q11'(K)E .. is bounded it is in Q11" 
Now the projection operator onto "'~(fl)"'J1,o is 

p .. = (n!)-I",~(jS·"'F(fl)"E .. 
n 

= (n!tl II [Q11'(f1 (8) /J) - (n - J}]E .. , 
;=1 

which is in QF' 
Now any vector cI> in H; can be written as 

cI> = .L: C(nl , n2 ... ) "'~(fl)'" ",~(fS" ... 'It 11'0' 
Xn,-" 

By taking linear combinations with different K(x, y), 
Q,(K)E .. with non-Hermitian K(x, y) is also in Q11" 
Since 

(n!t,[ n Qp(f. (8) flrJ"'~(flr'ltpo 
= ",~(fl),,''''Hf2)''' ... 'lt 11'O , 

23 If we consider only those U(f.), V(f.), i = 1, '" n 
which are relevant for the definition of Q(K) for a given K 
and forget all other U(f), V(g), then we have a representation 
of the CCR's for a system of finitely many degrees of freedom. 
Using the classical resultIo that any unitary representation is 
a discrete direct sum of copies of one unique irreducible repre­
sentation, we can easily define Q(K) in each irreducible 
component just as in the Fock representation. Thus in a 
representation of the CCR's for an infinite volume, there are 
two ways of defining Q(K). First, from the >/IC!) and >/I*(!) 
for the infinite system as discussed in this footnote, and second, 
by taking the limit as V --> co of Q,(K) which will be dis­
cussed in the main text immediately. In general, these two 
definitions need not coincide (if they both exist). If they differ, 
the physically relevant operator seems to be the second one. 

it follows that ",~(ft) .. 'It 11'0 is a cyclic vector for Q p 

in H;. Hence Q11' is irreducible on H;. QED . 
It is at least plausible to assume that the algebra 

of observables for the infinite system is the limit, 
in some sense, of the algebra Q 11' as the volume 
V ~ co. We now show how the representations of 
the group G of operators e

iK can be studied by the 
same methods which we used for the representa­
tions of the CCR's. Since the discussion is very 
similar to that given in Sec. 2, we only sketch the 
details. 

We have a map e
iK ~ eiQ(K) from a group G 

of operators on a space of complex test functions, 
into the unitary operators on a Hilbert space. From 
the Fock representation one obtains the multiplica­
tion rule 

exp [iQ(KI)] exp [iQ(K2)] 

= exp [iQ(K1 0 K z)]' (5.11) 

where exp (iKI 0 K 2 ) is defined by 

exp (iKI 0 K 2) = exp (iK1) exp (iK2). (5.12) 

Eq. (5.11) follows immediately from Eq. (5.7). 
Although Kl 0 K2 defined by Eq. (5.12) is not 
unique, Eq. (5.11) holds for any choice. We now 
prove that if K 1 , K2 E 5', then there exists some 
K = Kl 0 K2 in 5'. Since exp (iK1 ) exp (iK'l) is 
unitary, one may write it as exp (iK). Let 

m .. 

Kl = .L: Ad. (8) tr and Kz = .L: J.l.jf}j (8) g~, 
i=1 i=l 

and let P be the projection on the subspace of L2 
spanned by fi and gi, i = 1, ... m, j = 1, '" n. We 
easily see that (1 - P) exp (iK) = exp (iK)(1-P) = 

(1 - P), from which it follows that K can be taken 
as an operator acting on the finite-dimensional sub­
space specified by P. Hence K can be taken in 5'. 

Incidentally, we also see by a similar proof that if 
fELl and K E 5', then eiK fELl, which will 
be used later. 

We also require the commutation relation of 
exp [iQp(K)] with U11'(f)Vp(g). From the formulas 

U 11'(1) V peg) = exp {[i1J;~(f) - "'~(g) l/ V2J 
X exp /[i1J;11'(f) + "'11'(g)]/V2IE11'(f, g), (5.13) 

we obtain 

exp [iQ11'(K)]UF(f)V11'(g) exp [-iQ11'(K)] 

= UF(fR - gI) Vp(gR + fl) 

(5.14) 

X exp {-i[(f, g) - (jR - gI, gR + M1/2\, (5.15) 
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where 

f R(X) = Re lfeiKfl(x)} 

= Re {/(X) + J dy[eiK - l](x, y)f(y)} , 

fr(x) = 1m lfeiKfl(x)}. 

(5.16) 

(5.17) 

Note that e'K - 1 can be considered as an integral 
operator and thus as a function of two variables x, y. 

Since a representation of the CCR's with a cyclic 
vector w is uniquely determined by the functional 

E(f, g) = (w, uCt) V(g)w) , 

this suggests that we consider the functional 

E(K,f, g) = (w, exp [iQ(K)]U(f)V(g)'It). (5.18) 

Using the multiplication and commutation rules for 
the operators exp [iQ(K)], U(f), V(g) one obtains 
a straightforward generalization of Lemma 2.1. How­
ever we shall not write down the positive definiteness 
condition on E(K, I, g) here. For our present pur­
poses, it is sufficient to note that any functional 
E(K, f, g) obtained by a limiting process from func­
tionals satisfying the positive-definiteness condition, 
is positive definite and therefore defines a representa­
tion of the operators exp [iQ(K)], U(/), V(g). Finally, 
we remark that Lemma 2.3 can also be extended to 
the functional E(K, I, g). 

Zero-Temperature Case 

We give first a heuristic discussion using the un­
bounded operators if;(/), in order to provide an intui­
tive understanding of the more systematic approach 
involving the unitary operators e'Q(K). 

The irreducible representations describing the in­
finite free Bose gas at zero temperature are related 
to the Fock representation by 

(5.19) 

In our discussion of the physical significance of the 
reducibility (see Sec. 3), we noted that the operator 

ill 
a = J ei8 de/27r (5.20) 

could be interpreted as an annihilation operator for 
zero-momentum particles. This suggests that we 
introduce a "renormalized" number operator N r 

in the Hilbert space H = H F @ M as follows. As 
a basis for M, we choose the functions 

Let N F denote the total number operator for the 
Fock representation. Then a relative number opera­
tor for the infinite system is defined by 

(5.23) 

that is, N r just gives the particle number relative 
to the state 'Ito = 'ltFo @ <1>0' 

The next step is to separate the Hilbert space 
H = H F @ M according to the relative particle 
number. The space M is decomposed as 

(5.24) 

where M k is the one-dimensional space containing 
<l>k' H F is decomposed according to N F as 

(5.25) 

[see Eq. (2.13)]. The desired decomposition of H 
is then given by 

(5.26) 

where 
'" 

H" = Lill H~ ®M"_k' (5.27) 
k-O 

It is clear that if one takes an observable quantity 
for the finite free Bose gas and makes the transition 
to the infinite system by means of the equation 

n 

Q(K) = L A,if;*Cti)if;(/~), (5.28) 
i-l 

where 
n 

K = L Ad; ®/~, 
i-1 

that each H .. is invariant under the resulting operator 
(if it exists). Furthermore the algebra of observables 
obtained in this way is irreducible on each H" (this 
is perhaps not quite so obvious) . We turn now to the 
systematic construction of the algebra of observables. 

We will determine the representation of the opera­
tors eiQ(K) for the infinite free Bose gas at zero tem­
perature by computing the functional E(K, f, g). 
The analog of Eq. (3.3) is 

(5.29) 

By the same method used to derive Eq. (3.7) one 
obtains [use Eqs. (5.13-14) as well as (3.4-6)] 

n = 0, ±1, ±2, (5.21) Ev(K, f, g) = L,,[t(g + if, fv) 

Define an operator No on M by 

No<l>n = n<l>". (5.22) 

X (eiKg - ieiKf, tv)/Ctv, eiKfv)] 

X (fv,eiKfv)"EFCt, g), (5.30) 
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where n = pV. Taking the limit V ~ CD with p where 
held fixed we obtain n 

E(K, f, g) = J o/(2p[g(0) + ij(O)] [gK(O) - ih(o)])il 

X exp {p J dx dy[e;K - I](x, y)}ErCf, g), C5.31) 

where gK = eiKg. 
We now want to construct an operator eiQ(K) in 

the Hilbert space of the representation of theorem 
3.1 such that 

E(K, f, g) = ('l10 , CiQ(K) U(f) V(g)'l1o). 

The method of construction is suggested by Eqs. 
(5.19) and (5.28). On the basis of a formal calcula­
tion, we define the unitary operator eiQ, (K) in HI' 
as follows 

e,Q'(K) = eiQP(K)U(f)V(g)ei'Y, (5.32) 

where the functions f, g are obtained by applying 
the integral operators 

and 

to the identity function x(x) = 1, respectively, where 
[{(x, y) is the transposed matrix K(y, x), and 

'Y = J dx dy/ [sin K](x, y) 

+ lC-2iB[(CiK - I)(eiK: - I)](x, y) 

- le2iB [(1 - e- iK)(l - e-iK)](x, y) I. 

Thus we obtain a well-defined unitary operator 
Ell 

eiQCK ) = J eiQ'(K) dB/2?T' (5.33) 

in H = HI' (8) M. To verify that this is the desired 
operator, one can calculate the expectation value 

('l10 , c'Q (K) U(f) V(g)'l1o) 

= J ('l1 po , eiQ,(K)UB(f)VB(g)'l1pO) dB/27r, (5.34) 

and show that it agrees with E(K, f, g) given by 
Eq. (5.31). One can also verify the mUltiplication 
and commutation rules for Q(K). That the infini­
tesimal generator of eiQCK ) is in fact 

n 

Q(K) = L Ai[~~(fi) (8) 1 + 1 (8) e-iB];(O)pi] 
,=1 

K = LAi(fi(8)m 
i-1 

can be proved by differentiation. 
Clearly each subspace H n occurring in the decom­

position of H [see Eq. (5.27)] is invariant under 

Q = (eiQ(K»)". 

It remains to prove that Q is irreducible when re­
stricted to H n' 

Lemma 5.3: If: f E L2 n L1 and 1(0) = O} is 
dense in L 2 • 

Proof: Any function in the class S of Schwartz 
test functions, whose Fourier transform vanishes at 
the origin, is in the set under consideration. But the 
set of such functions in S are obviously dense in L 2 • 

QED. 

Lemma 5.4: Q = (eiQ(K) I" is irreducible when 
restricted to H n' 

Proof: We again use the fact that if 'l1 is a cyclic 
vector for a von Neumann algebra A, and if the 
projection on 'l1 is in A, then A is irreducible. 

If K(x, y) = L ti(X)gi(Y) with li(O) = gi(O) = 0, 
then exp [iQ(K)] = exp [iQp(K)]. It follows from 
Lemma 5.3 that Qr C Q. Hence B(H;) (8) 1 C Q. 
Now consider the restriction Qn of Q to Hn. Then 
B(H; (8) M n- k ) C Qn, and in particular the pro­
jection on 'l1 n = 'l1 PO (8) <I>n is in Qn. Furthermore, if 
1(0) ¢ 0, then exp [iQ(f (8) f)] 'l1n has a non-zero 
component in each H; ® M n - k , as one can show by 
direct calculation. [Note that Q(t (8) f) maps 
H; (8) M n - k onto H~+i (8) M n - k - i , j = 0, ±1.] 
Thus 'l1n is a cyclic vector for Qn. It follows that 
Q restricted to Hn is irreducible on H". QED. 

For the operator a of Eq. (5.18) we have aHn = 

Hn_1anda E Q'.ThusH = L®NwhereL"-'Hn 
and Q = B(L) (8) 1. Thus as far as the algebra of 
observables is concerned, the representation of 
Theorem 3.1 is a discrete direct sum of copies of a 
single irreducible representation. Of course the field 
operators uCt), V(g) mix different Hn. 

In constructing the infinite system, it is possible 
to obtain only L, and not L (8) N. For this one con­
siders only the operators exp [iQ(K)] instead of the 
U(f) V(g), and uses the functional E(K) = ('l1, 
exp [iQ(K)] 'l1). The space thus constructed is equi­
valent to the space L because L is generated from 'l10 
by multiplication by operators in Q. However the 
mathematical properties of the representation, such 
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as the irreducibility of Q, are not so obvious from 
this approach. 

However one constructs the infinite system, one 
obtains at most a direct sum of copies of a single 
irreducible representation of the algebra of ob­
servables. We therefore conclude that the ground 
state for the infinite free Bose gas is a pure state. 
This is not a trivial point. It is perhaps worth re­
marking that if one took R = I U(f), V(g)}" as the 
algebra of observables, then Eq. (3.27) would be 
the decomposition of the Hilbert space into coherent 
subspaces, and the physical state corresponding to 
'Ira would be the impure state of all 'lrFo Q9 1>,1> EM. 

Finite-Temperature Case 

The mathematical structure of the representations 
is not so simple for the finite temperature case. We 
have not yet completed a systematic investigation 
of the algebra of observables. In the following we 
give a brief analysis using the operators 1/;(/). 

We consider first the case where T ~ T. (the 
critical temperature for Bose-Einstein condensation). 
Then there is no macroscopic occupation of the zero­
momentum state, and the representation of the 
CCR's is defined by Eqs. (4.11-15). Now Eq. (4.17) 
indicates that I/;(f) can be interpreted as the sum of 
an annihilation operator for one kind of particle, 
and a creation operator for a second kind of particle 
(recall the discussion of the physical significance of 
the reducibility of the representation in Sec. 4). 
By analogy with Eqs. (5.19-27), this suggests that 
we introduce a relative number operator N r de­
fined by 

N r =NFQ91-1Q9NF. (5.36) 

That is, if one assigns particle number + 1 to 
particles of the first kind, and particle number -1 
to particles of the second kind, then N r is the 
particle number operator (in the sense of elementary 
particle theory). 

The next step is to separate the Hilbert space 
H = HF Q9 HF according to N r • We define 

H = n fe H~+"Q9H~ if n;::: 0, (5.37) 
i==O 

H .. = £$ H~ ®H~-n if n < O. (5.38) 
; ... 0 

Then we have 

H= f(f)H .. , (5.39) 

and N r is just multiplication by n on H ... As we have 

not calculated E(K, I, g) we use Eq. (5.28) to 
define Q(K).23 

Let Q be the von Neumann algebra associated 
with the unbounded operators Q(K), i.e. the von 
Neumann algebra generated by the spectral pro­
jections of the Q(K). Clearly each H" is invariant 
under Q. One can show that the restriction Q .. of Q 
to H" coincides with the restriction R" of R to H", 
and that Q" is cyclic on H". Furthermore Q .. is 
clearly reducible on Hn. But whether or not it is a 
factor is not clear to us. In any case, the reducibility 
means that the state 'Ira is a mixture. 

We add a few remarks concerning the rotation 
and displacement operator U(a, R) and the time 
displacement operator U(t). Since Q C R, it follows 
from Lemma 4.3 that these operators are not observa­
bles if we take Q as the algebra of observables. 
The operator algebra generated by Rand U(a, 0) 
is irreducible because the projection onto the vector 
'Ira belongs to the algebra generated by U(a, 0), 
and R is cyclic on 'Ira. Similarly, the operator algebra 
generated by Qo and U(a, m restricted to Ho is 
irreducible. Thus the conclusion that the thermal 
ensemble for the infinite free Bose gas is a mixture 
is only tentative. 

For finite temperatures T < T. the representation 
of the CCR's is a direct integral of primary repre­
sentations (i.e. representations in which the algebra 
R is a factor) labelled by the average field strengths. 
This case may be analyzed by a straightforward 
combination of the methods used for T = 0 and 
T > Te. The result, subject to the ambiguities 
considered above, is that the thermal state is a 
mixture. 

Expectation Values of Observables 

The preceding discussion of the algebra of ob­
servables is somewhat incomplete. One can, at least 
formally, construct the observables in the representa­
tion defined by the functional E(f, g) by means of 
Eq. (5.28). However, it is not clear that each ob­
servable thus constructed will have the desired ex­
pectation value,23 although our discussion of the 
functional E(K, I, g) indicates that this is true at 
least for the zero-temperature free Bose gas. We 
shall not attempt to settle this issue here. However, 
it should be pointed out that expectation values of 
products of the field operators cp(x) and 7r(x) are at 
least formally given as functional derivatives of the 
expectation value of U(t) V(g). This suggests that 
it is sufficient to consider the functional E(/, g). 

We will derive the particle density p({3, p.) and the 
energy density h({3, p.) directly from E(f, g; (3, p,) 
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for the free Bose gas. The number operator for the 
volume V is given by 

N v = ! L [cf>(f;)2 + 7r(f;)2 - 1], (5.40) 

where the f; form a complete orthonormal set of 
real functions over the volume V. We have 

(cf>(f;? + 7r(fY - 1) 

(
d

2 
d2) 

= - dx2 + dy2 E(xf;, yf;; {3, J.I)lz-w-o - 1 

= J dkp(k, (3, J.I) 1J;(k) 12 , (5.41) 

where p(k, fl, J.I) is given by Eq. (5.2). As we noted 
earlier, LI 1l;(kW = V, and thus 

p({3, J.I) = (Nv/V) = J dkp(k, (3, J.I). (5.42) 

The Hamiltonian for the volume V is 

1 3
2 Hv = - L L [cf>(\7;I;) 

4m ; ;-1 

+ 7r(\7d;)2 - II\7d;l12]. (5.43) 
Now 

(cf>(\7d;)2 + 7r(\7dj)2 - II\7diW) 

(
d

2 
d2) 

= - dx2 + dy2 E(x\7 dl, 

X y\7dl; {3, J.I)lz-y-o - II\7dIW 

= 2 J dkp(k, (3, J.I)k; 11I(k) 12. (5.44) 

Hence 

h({3, J.I) = (Hv/V) = J dkE(k)p(k, (J, J.I), (5.45) 

where E(k) = k2 /2m. Other thermodynamical quan­
tities can be obtained from p({3, J.I) and h({J, J.I). 

6. THE INTERACTING BOSE GAS 

This section contains some qualitative remarks 
on the interacting case. We give a plausible argu­
ment that, for suitable Hamiltonians, an infinite 
system exists. We also indicate a possible method 
for determining the functional E(/, g). 

We restrict ourselves to physical systems which 
can be described thermodynamically. That is, we 
assume the Hamiltonian is such that {3p = 

lim V_a> V-I log C;1v (where C;1v is the grand partition 
function for volume V) exists, etc. In classical 
statistical mechanics van Hove,24 and Yang and 

24 L. van Hove, Physica 15, 95 (1949). 

Lee l have proved the existence of this limit for 
certain Hamiltonians. A more rigorous and quite 
general proof has recently been given by Ruelle,26 
who also considers the quantum mechanical case. 
In this paper we shall only attempt to make it 
plausible that certain limits, in which we are in­
terested, exist. 

Equation (5.1) suggests that we consider the 
functional 

E(f, g; (3, J.I) = lim (U(f) V(g»v, (6.1) 
V_a> 

where 

(X)v = lim Trace X exp ({3J.1N - (JH) 
V-a> Trace exp ({3J.1N - (JH) 

is the expectation value of the operator X over the 
grand canonical ensemble for a system confined to 
a volume V. For fixed I and g, U(f)V(g) involves 
the field operators cf>(x), 7r(x) only for x in a fixed 
finite region (the support of the functions f and g). 
Now the physical behavior of a system which can 
be described thermodynamically should approach 
a uniform limit as V ---t ex>. In particular, as we re­
marked above, the pressure approaches a limiting 
value. One would expect that the expectation value 
of any operator referring to some fixed finite region 
should approach a limit as V ---t ex>. It therefore 
seems very plausible on physical grounds that 
limY_a> (U(f) V(g»v exists for suitably restricted 
Hamiltonians. 

It is easy to see that if E(f, g; (3, J.I) exists, it must 
satisfy the conditions of Lemma 2.1 and therefore 
defines a representation of the CCR's. Note that 
(U(f)V(g»v is a convex linear combination of terms 
of the form ('l1, U(f)V(g)'l1). Since each term satis­
fies the conditions of Lemma 2.1, (U(f)V(g»v does 
also. It follows from continuity considerations that 
E(f, g; (J, J.I) satisfies the conditions of Lemma 2.1. 

Equation (6.1) which defines E(f, g; (3, J.I) is not 
a practical method for calculating the functional. 
One possible method is to obtain a differential equa­
tion in the parameter {3. At infinite temperatures 
one can neglect the interaction energy, and we have 
the initial condition 

E(f, g; (J, J.I)I.~-o = Ep(f, g) 

exp { -i J dxea (l - ea)-I[f(x? + g(x)21}' (6.3) 

From Eq. (6.1) we obtain (a = (3J.1) 

-(a/a{J)E(f, g; (3, a/{J) 

= lim ({H - (H)v}U(f)V(g»v. (6.4) 
V_a> 

26 D. Ruelle (to be published). 
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The right-hand side of this equation can be evaluated 
in terms of E(j, g; p, al(3) as follows. 

Let <I>; be a complete orthonormal set of real func­
tions for the volume V. The Hamiltonian for the 
volume V is H v = Hov + H 1V' The kinetic energy 
term Hov is given by Eq. (5.43), and the interaction 
energy is 

H 1y =! I: Vii.k,t/t*(<I>,)t/t*(<P;)t/t(<Pk)t/t(ep,), (6.5) 
i. i .k.l 

where V,;,kl = Vii,lk' Consider the functions 
a 

J = I + I: I: Xik V k<P j , (6.6) 
i k=l 

3 

g = g + I: I: Y;k V kepi' (6.7) 
j k-l 

where Xik, Yik are real. We have 

1 [ . a a t/t*(V <p·)U(j)V(g) = -- -'l. - --
k , V2 aXile aY;1< 

- i(J, Vkep;)]U(j)V(g), 

) V( ) 1 [ , a + a 
l/I(v.ep;)U(f g = V2 -t aX;1< aY;k 

+ i(J, V kepi) ]U(f) V(g) , 

evaluated at X;k = Yilc = O. Hence 

1 3 [ • a 
(HovU(j)V(g» = 4m I: I: -t !lx. 

,k-l u ,k 

+ aO + i(], V,,<I>;)] 
Y;k 

X [-i~ -~ - i(J, Vkep;)] 
aXile aY;k 

x E(j, g; p, p.) IZH-m-O' 

Similarly for H IV, consider the functions 

J = f + I: x,<I>" 

g = g + I: y,<I>,. 

Then one obtains 

(HIVU(f)V(g» = t I: Vii •lel 
Hkl 

X [ -i a!, + a:1 + i(j, epl) ] 

X [ -i a!" + a:k + i(J, <P,,) ] 

(6.8) 

(6.9) 

(6.10) 

(6.11) 

(6.12) 

X [-i..2... - ..2... - i(J ep.)] . ax; ay; " 

X [-i ~ -~ - i(j, <Pi)] ax, ay, 

X E(j, g; {3, p.) !Zi-Yi-O' 

Formally we have 

(HU(t)V(g» = {_(4m)-1 J dx 

X ['101(:<) + iVo.(%) - V/(x)] 

·['10[(%) - iVou(x) + Vf(x)] 

+ J dx dyV(x - y)F(x, Y)}E(j, g; p, p,), 

where 

F(x, y) 

and 

irOf(%) + io.(x) - f(x)] 

X [Of(Yl + iOg(y) - f(y)J 

X [Of(X) - iou(x) + f(x)] 

X [ol(Y) - iOg(y) + fey)]' 

Of(X) == %f(x). 

(6.13) 

(6.14) 

(6.15) 

(H y) is obtained by setting t = g = O. Thus Eq. 
(6.4) is a linear differential equation for E(f, g; p, p,). 
It is therefore possible that Eqs. (6.3) and (6.4) 
determine E(I, g; p, p.). 

For the free Bose gas E(j, gi p, p.) is given by 
Eq. (5.1), and one can verify that Eq. (6.4) is 
satisfied. However the Bose-Einstein condensation 
presents special problems for a free Bose gas since 
p. = 0 for T < Te. Thus we are unable to obtain by 
this method the functional describing the free Bose 
gas when condensation is present. This difficulty 
may not occur for an interacting Bose gas, since 
then p. ¢ 0 for all temperatures and densities. On 
the other hand, it seems probable that in the 
vicinity of a phase transition E(I, g; p, p.) is two 
different analytic functionals of p. Thus the dif­
ferential Eq. (6.4) may not work at a phase transi­
tion. To sum up, it is an open question whether or 
not Eqs. (6.3) and (6.4) determine E(f, gj p, p,). 

7. DISCUSSION OF RESULTS 

Our approach to the many-body problem may be 
stated briefly as follows. By considering strictly 
infinite physical systems, we hope to attain some 
new insight into the behavior of many-body systems. 
In particular, we hope to obtain a new way of looking 
at the theory of condensation. We also hope that 
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such an investigation might lead to a new method 
for computing the thermodynamic functions, or to 
new soluble models of interest. 

This paper contains the preliminary results ob­
tained in this general program. It should be empha­
sized that these results form an extremely small step, 
and do not shed any light on the ultimate goal. 
We have chosen to begin the investigation by seeing 
whether or not any strictly infinite systems exist 
in the sense of formal quantum theory. The main 
content of this paper is that such systems do exist, 
this result being established by constructing repre­
sentations of the CCR's describing a nonrelativistic 
infinite free Bose gas. From a strictly mathematical 
point of view, these representations are of some 
interest in themselves. From the point of view of 
physics, the situation is not clear. The existence or 
nonexistence of strictly infinite systems may be a 
rather pathological problem, containing nothing 
relevant to any practical approach to the many 
body problem. 

We shall review briefly our results for the infinite 
free Bose gas. For the ground state or zero-tempera­
ture case, the representation of the field operators 
is a direct integral of inequivalent irreducible repre­
sentations (labeled by the average field strengths). 
The reducibility of the representation is completely 
analogous to the degeneracy of the ground state in 
BCS theory. For finite temperatures T > Tc (the 
critical temperature for Bose-Einstein condensation) 
the representation is a primary representation. That 
is, the algebra R of all functions of the field operators 
is a factor. We proved that R was not a factor of 
type I (i.e. R is not isomorphic to the algebra of all 
bounded operators on a Hilbert space). For finite 
temperatures T < T c , the representation is a direct 
integral of inequivalent primary representations 
(labeled by the average field strengths). 

We gave a systematic, although not unambiguous, 
method for constructing the algebra of observables 
for the infinite system. For the ground-state case, 
T = 0, the algebra of observables obtained in this 
way from the representation of the CCR's, is a 
discrete direct sum of copies of one irreducible 
representation. Thus the thermal ensemble is a 
pure state for T = O. 

For the finite temperature case, the algebra of 
observables seems to decompose into a discrete direct 
sum of cyclic representations which are reducible. 
Thus the thermal ensemble for the infinite free Bose 
gas seems to be a mixture for T > O. This conclusion 
is only tentative since there is some ambiguity as 
to which operators are observables for the infinite 

system. In partiCUlar, our approach leads to the 
result that the Euclidean transformation operator 
U(a, R) and the time displacement operator U(t) 
do not belong to the algebra of observables for T > O. 
One would like to understand why the infinitesimal 
generators of these operators are not observables 
(or, perhaps, why our method of constructing the 
algebra of observables is incorrect). 

It is interesting to note that the mathematical 
structure of the representation is quite different when 
condensation is present. But except for the zero­
temperature case (and to some extent for T < T c), 

we have not understood the physical significance 
of the mathematical structure of the representations. 
It seems essential to further progress that this point 
be cleared up. One can hardly expect to obtain any 
insight into the many-body problem without com­
pletely understanding the free Bose gas. Of course, 
even if a satisfactory theory of the infinite free Bose 
gas is achieved, it does not follow that a satisfactory 
theory for the interacting case exists. 

In short, the present situation is that much work 
remains to be done before the usefulness of this ap­
proach can be evaluated. 
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APPENDIX 1. CALCULATION OF E(I, g) FOR GRAND 
CANONICAL ENSEMBLE 

In this appendix we compute the functional 

E(f ) = Trace U(t) V(g) exp ((3J.1.N - (3H) 
, g Trace exp «(3J.1.N - (3H) (AI) 

for the grand canonical ensemble, which is one of 
the most important states for considering the equilib­
rium properties of a system. Of course the canonical 
ensemble is also interesting, but it is more difficult 
to compute. 

We consider a system in a finite box of volume V. 
The single-particle energy levels will be denoted by 
the index j, the corresponding normalized wave­
functions by <1>;, and the energy by E j • Then 
<I>_;(x) = <l>j(x)* represents the state with opposite 
momenta, and <1>0 is the state with a constant wave-
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function. The annihilation and creation operators 
",(iPi) and "'(iP i )* will be denoted by a; and a~. For 
real I(x), g(x) we have 

¢(!) = (2 Vri E (fia; + na~), (A2) 

where 

We have 

; 

?rCg) = i(2Vr j E (g~af - gjai), 
; 

Ii = V-i(f, iPi), 

g; = V-leg, <p;). 

U(f) = II exp [iC2Vrjna~J 
i 

X exp [i(2Vr1fjai] exp (-1Iii:fj4V), 

V(g) = II exp [-(2Vr·g~a~J 
; 

Hence 

U(f) V(g) = IT exp (- o~a~) 
; 

(AS) 

(A4) 

(A5) 

(A6) 

(A7) 

eaoa*e- 8a = a* + o. (A16) 

where 0 is the no-particle state for one degree of 
freedom. We have 

= f e"; ([a*J"S?, e-&'''*i''[a*]''m 
.. _0 n. 

=: E (n!)-V"'(O, (a - o*)"(a* + o)"n) 

'= f (e7 t \-: 10/~rn" 
,,-0 r-O (r.) (n - r). 

., (_lol~r '" E , 2 L: (e")"n(n - 1) ... (n - r + 1) 
r-O (r.) fI-r 

_ '" (-e'" 1812
), (J!)r ., ... - &0 (r!/ ax]; x t ••• ,. 

= (1 - e")-l exp -[e'" /0/2 (1 - e")-I]. (A17) 

Thus 

Ey(f, g; fJ, fJ.) = 'Zy(f, gj fJ, ,u)j'Zy(O, 0; fJ, fJ.) 

= II exp _[e"l /011 2 (1 - e"I)-1 + 1'11. (AIS) 
j 

where 

(AS) In the limit V ~ 00, V-I Li becomes (211")-3 f dk, 
Ii becomes J(k) = f dk e,k'" I(x), and E j becomes 
Elo = k2/2m. Thus we obtain 

0; = (2V)-l(ifi + gi), 

1'1 = (4 V)-\lfd
Z + !uJI + 2ig~fj)' 

[Compare Eq. (3.6)J. We write 

(A9) 

CAlO) 

fJJ.lN - fJH = L: aiN;, (All) 

where N, = a~ai and ai = fJ(", - E;). Thus we have 

'Zv(f, g; fl, "') == Trace exp (fJ",N - fJH)U(f)V(g) 

= II Trace [exp (aiN;) exp (- o~a~) 
; 

(A12) 

where the trace is now taken over states of different 
occupation numbers for the jth energy level only. 
We now drop the index j, and use the formulas 

II(a*)"nW = nt, (Al3) 

E(f, g; fJ, J.I) = lim Ey(f, g; fJ, "') 
v .... '" 

E if) {l f dk exp (/3J.1 - fJEk) = PIg exp -2 (211")3 1 - exp ({Jp. - fJEe) 

X fIJ(k) 12 + Ig(k)1 2
]}. (A19) 

Note added in proof. The case of an infinite Bose 
gas in an external periodic potential is completely 
analogous to the free Bose gas, provided one makes 
the following changes: 

e/2m ~E(k), 

J(k) -+ fB(k) = f dxeik'~uk(x)f(x), 
eBoS? = S?, 

eaN(a*)"n = e"n(a*)"n, 

where the Ui«x) are the Bloch wavefunctions. Thus 
(Al4) the mathematical structure of the representations is 
(A15) identical to that for the free Bose gas. 
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Representation of Annihilation 
Operators in the Space of Periodic Functions 

G. H. DERRICK 

Applied Mathematics Department, University of New South Wales, 
Kensington, New South Wales 
(Received 22 October 1962) 

A representation is given of fermion annihilation operators ak which satisfy the usual anticom­
mutation relations la.\:, ak'+1 = 8.\:.\:'. In this representation the a.\: operate on periodic functionf(r) 
of a real variable r. The Hilbert space is the set of all square integrable functions f(r) of period 2 ... , 
with the scalar product defined by 

(f, g) = f ~.f*g dr· 

INTRODUCTION 

LET us denote by if;(r, s) the operator which 
annihilates a fermion of spin s at coordinate 

position r.l We shall suppose r ranges continuously 
over some given domain, finite or infinite, while the 
spin variable s assumes a discrete set of values, for 
example, ±t. We take the Schrodinger picture, so 
that if;(r, s) does not depend on the time. Then 
if;(r, s) and its Hermitian conjugate r(r, s) satisfy 
the anticommutation relations 

if;(r, 8)if;(r', s') + if;(r', s')if;(r, s) = 0, 

if;(r, 8)if;t(r', s') + if;t(r', s')if;(r, 8) = oCr - r') Qu" 

if;t(r, s)if;t(r', s') + if;\r', s')if;tcr, s) = 0. 

To avoid the difficulties arising from the continuum 
of values of r, it is usual to introduce a discrete, com­
plete, orthonormal set of space-spin functions 
u.\:(r, 8), and to expand if;(r, 8) in terms of this set. 
The functions uk(r, s) must satisfy the completeness 
and orthonormality relations 

L uk(r, s)ut(r' , s') oCr - r') 0 .. " 
k 

~ J druk(r, s)ut,(r, s) = oU" 

but are otherwise arbitrary. Without loss of gene­
rality we may suppose that the set uk(r, s) be ordered 
as a simple sequence, with the subscript k taking the 
values 0, 1, 2, 3, .... The annihilation operator a. 
for a fermion in "state" k may be defined by 

ak = ~ f drut(r, s)if;(r, s), 

1 An excellent introduction to the concept of creation and 
annihilation operators is given in L. D. Landau and E. M. 
Lifshitz, Quantum Mechanics, Nonrelativistic Theory, Eng­
lish translation (Pergamon Press, New York, 1958), Secs. 
62,63. 

with the inverse relation 

if;(r, s) = L uk(r, s)ak' 
k 

Then the set of annihilation operators ak will satisfy 
the anticommutation relations 

aka;, + a;,ak = Okk" 

a~a;, + a;,a; = 0, 

k, k' = 0, 1, 2, ... (1) 

The object of this paper is to give a representation 
in which the ak are operators on periodic functions 
fer) of a single real variable r. 

In the usual occupation-number representation, 
we take the number operators Nil = a~al: simul­
taneously diagonal. The simultaneous eigenstates of 
these number operators are denoted by a sequence 
of occupation numbers Ino, nl, n2, ... ), where each 
nk can be ° or 1. Denoting the vacuum 10), for which 
ak 10) = 0, we shall order these states so: 

10,0,0,0, ... ) = 10), 

11,0,0,0, ... ) = a; 10), 

/1, 1,0,0, ... ) = a~a: /0), 
(2) 

/0,1,0,0, ... ) = a: 10), 

10,1,1,0, ... ) = a~a: 10), 

11, 1, 1,0, ... ) = a~a~a; 10). 

The criterion used in ordering the states is: To 
generate the next state, change one occupation 
number from ° to 1, or from 1 to 0; the occupation 
number to be changed is the left-most which can be 
changed without reproducing a previous state. 

With this ordering, the matrices representing N k 

and ak in the occupation number representation are 

663 
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Ok Ek 

Ok Ok 
Ok Ok 

ak = E! Ok 

where Ok and Ik are respectively the null matrix and 
the unit matrix with 2k rows and columns, and 

Eo = 1, 

k = 1,2,3, ... 

2. THE NEW REPRESENTATION 

Given two Hilbert spaces H and H', we can induce 
an isomorphism between the operators on Hand 
the operators on H' as follows2

: Let lUi) be a com­
plete denumerable orthonormal set of vectors in H, 
and IuD such a set in H', where the subscript i 
takes the same denumerable set of values 0, 1,2, ... 
in each case. We first define a one-one linear corre­
spondence between the vectors 11f) of H and the 
vectors W) of H' by 

11f/) = L: Iu~) (u" 1f). (3) 

Let F be a linear operator defined on a domain 
D in H, and let D' be the set of all images lIP') in 
H' under the transformation (3) of the vectors lIP) 
belonging to D. 

Define an operator F' in the domain D' C H' by 

F' lIP') = L: lu~) (u i , FIP). (4) 

We thus obtain a one-one correspondence be­
tween the operators F on H, and the operators F' 
on HI, which is an isomorphism with respect to 

2 J. von Neumann, Mathematische Grundlagen der Quanten­
mechanik (Springer-Verlag, Berlin/Vienna, 1932), Chap. II. 

addition and multiplication; i.e., given any two 
operators F and G on H, and arbitrary complex 
numbers X and p" 

F --7 F' . 1 AF + p,G --7 AF' + p,G I
, 

Imp Y 
G --7 G' FG --7 FIG' , 

whenever the domains of F and G enable the above 
addition and multiplication operations to be defined. 

In other words, the mapping F --7 F' specified 
by (3) and (4) gives us a faithful representation in 
H' of any system of operators in H. . 

Let us apply (3) and (4) as follows: H is the Hilbert 
space spanned by the state vectors (2). H' is the 
Hilbert space of all square integrable complex func­
tions fCr) of a real variable r which are periodic with 
period 271'; the scalar product between f(t) and get) 
is defined as 

(f, g) = L: f*g dt· 

As the complete orthonormal set lUi) in H we take 
the states (2) in the order given. For the set Iu~) 
in H' we take 

1 e'f e-,t e2it e-2if 

(271')! , (271')! , (271')1 , (271')t , (271')+ , 

in this order. 
Then the representation in H' of No = a~ao given 

by (3) and (4) is 

+ e- 3 ,(t-t·) + ... ]f(t') dt' 

= ! f" e,(t-t·) L: ~(f - f' - 871')fW) dr' 
2 _" , 

= tum - fer - 71')]. (5) 

The representation of ao is 

where in the summation (m, n) take the values 
(0, 1), (2, -1), (-2,3), (4, -3), (-4,5), .... 
We have L ... ,n e,(mt-nf') = 71'e- if ' L. 5(r + r' - 87r). 
Hence 

In a similar manner we can obtain representations 
for all the other operators Nk and ak' The results 
for k = 1, 2, 3, ... are 
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2(ki-1 [2-(k+l)e iS
'/2 ~in ~7I"/2f(t - t)] , 

n-I SIn t /2 s'-2-'nr (7) 
, _ 2(H"_1 [i2- kei

(S-S'/2) sin 2k-\t - t'/2) sin 2k
-

l (t - 3t' /2)fW - t>] 
akf(t) -- L ., / . 

n-O sm (t - t 2) ,'-2-'nr 

It should be noted that the results (7) do not hold for k = O. 
The results (5), (6) and (7) can be expressed more simply as contour integrals in the complex t plane: 

where 

1/2 sin z 

(e i
•
/2/4 sin z/2) sec (2H z) 

I/!k(t, n = eis /2 sin (t + t') 

(8) 

k = 0, 

k = 1,2,3, 

k = 0, 

_ e i (s-s')/2 sin 2(k-2)Ct - n sin 2(h-2)(t + 3n cot 2\t + t') 
i sin (t - t')/2 

k = 1,2,3, 

The contour C may be any which encloses a 
length 271" of the real t' axis, but excludes all poles of 
fCt'). In general, the elements f(t) of H' are defined 
only for real t, and will not be differentiable. How­
ever the subset of functions I(t) which are analytic 
near the real t axis, is everywhere dense in H', 
so that (8) suffices to define the operators N~ and a~. 

The representation of the total number operator 
N = Lk Nk is 

Let us take for Ck a contour of the type shown 
in Fig. 1. 

We assume that a positive number 'f/ exists such 
that f(t') has no poles within a distance 'f/ of the 
real t' axis. The two dotted portions of the contour 
may be ignored; they make equal and opposite 
contributions since the integrand is periodic of period 
271". 

Hence, 

., 1 Jr 
N'/et) = 6 271"i _ r [<'ok(~ - iT! - t)f(~ - iT!) 

where 

- <'ok(~ + iT! - t)f(~ + iT!)] d~ 

= ~ f r [<,o(~ - iT! - r)fCE - iT!) 
211"1. -r 

- <,o(~ + iT! - t)f(~ + iT!)] d~, 

., 
<,OCt) L <'okW· 

k=O 

The function <,O(t) is analytic everywhere except on 
the real t axis and at infinity. 

3. DISCUSSION 

Since the transformations (3) and (4) induce an 
isomorphism, the representation of ak given here is 
completely equivalent to the usual occupation-num­
ber representation. As long as we are dealing with 
exact equations the two representations must yield 
the same results. In approximate work, however, this 
need not be so. Expressions which are simple in one 
representation are often quite complicated in the 
other. Hence what suggests itself as a "natural" 
approximation scheme in the present representation 
might well be very involved in the usual representa­
tion, and vice versa. The same is true of the intro­
duction of new assumptions into an existing field 
theory. 

A difficulty in application of the representation 
given here to any actual computation lies in the 
requirement that the annihilation operators ak be 

FIG. 1. The contour 
Ck in the complex \' 
plane used in evaluat­
ing (9). The crosses on 
the real axis represent 
the poles of the func­
tion <Pk(!;' - I)' [Shown 
for the case k = 3 and 
\ real.] 

-~~+_i~ __ ~ __ +-______ ~~+i~ 
, , 
: J 
I , ' 

~~: +-+-~~+-~+-~:+-~ 

~ ~ 
~------4--+----~ 

-IT-h • 
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ordered in a simple sequence, k = 0, 1, 2, 
If, for example, we use momentum eigenfunctions, 
the annihilation operators would more naturally be 
labeled by a vector index k, rather than by a single 
subscript. Be sure, any 3-dimensional array (kl' k2' ka) 

can be ordered as a simple sequence, but such order­
ing is highly anisotropic with respect to the three 
components of k. A further difficulty which rules 
out numerical computation is the rapidly varying 
nature of the wavefunctions f(~) corresponding to 
physical states. For example, the Fermi-sea state 
(IIk<k. a~) 10) corresponds to the wavefunction 

IW = e-·mr/(211")i with m = t(2k
• - I) 

JOURNAL OF MATHEMATICAL PHYSICS 

(taking ko even). With ko the order of 1023
, f(~) is 

indeed a rapidly varying function. 

It should be noted that the particular ordering (2), 
or the particular choice of base functions e ·",r / (211") 1 

is not essential for the application of the isomorphism 
(4). For example, we could order the states with 
occupation numbers n" according to the natural 
order of the integers no + 2nl + 4n2 + ... , or 
might substitute the base functions (sin m~/2)/1I"t 
for the exponential form. The representations so 
obtained are similar in appearance to, but con­
siderably more complicated than, the one given in 
this paper. 
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Note on the One-Dimensional Gas of Impenetrable Point-Particle Bosons 

T. D. SCHULTZ 

International Business Machines Corporation, Thomas J. Watson Research Center, 
Yorktown Heights, N ew York 

(Received 10 December 1962) 

A one-dimensional gas of impenetrable point-particle bosons is considered. An exact expression 
for the one-particle density matrix is derived in terms of the Fredholm determinant and resolvent 
of a certain simple kernel. It is proved that for large r, the density matrix is bounded by const X r- 4 / .. -, 

and that this implies the absence of a generalized Bose-Einstein condensation, contrary to a recent 
approximate calculation by Girardeau, who first defined such a condensation. 

I. INTRODUCTION 

IN a recent paper, l Girardeau introduced the notion 
of a generalized Bose-Einstein condensation for 

a system of m particles. In such a condensed state 
the average number no of particles with momentum 
k = 0 is not of order m; in the limit of an infinite 
system at fixed density p, however, the average 
number of particles having arbitrarily small mo­
mentum is of order m. Stated precisely, the criterion 
for a generalized condensation is 

lim lim m-1 L n" == lim P k • = 0(1). 
leo-O m._co I Ie I <ko ko-O 

p fixed 

It was suggested that such a generalized con­
densation occurs in the ground state of a one-di­
mensional gas of m impenetrable point-particle 
bosons satisfying periodic boundary conditions over 
a fundamental domain of length L. For such a 
system, Girardeau showed the intimate relation to a 
system of m spinless noninteracting fermions: the 

1 M. Girardeau, J. Math. Phys. 1, 516 (1960). 

energy spectra and, hence, the free energies of the 
two systems are identical, and the boson wave­
functions are simply related to the corresponding 
fermion wavefunctions (Slater determinants). Un­
fortunately, despite the knowledge of the exact 
ground state wavefunction, it was not possible to 
calculate n" exactly, so that a certain linearization 
approximation in the wavefunction had to be made. 
Within this approximation, Girardeau found Ii!. com­
plete generalized Bose-Einstein condensation, i.e. 
limk.~O P k. = 1. 

It seemed to us that, because of the simplicity of 
the system, it should be possible to prove or dis­
prove the existence of such a condensation without 
making any approximations. In the present note, 
we disprove it. In Sec. II we formulate the problem 
to stress the similarity with a certain soluble one­
dimensional spin-! model. Drawing on results for 
this spin model2 we are able to derive an exact 

2 E. Lieb, T. Schultz, and D. Mattis, Ann. Phys. 16, 407 
(1961). Hereinafter, referred to as A. 
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ordered in a simple sequence, k = 0, 1, 2, 
If, for example, we use momentum eigenfunctions, 
the annihilation operators would more naturally be 
labeled by a vector index k, rather than by a single 
subscript. Be sure, any 3-dimensional array (kl' k2' ka) 

can be ordered as a simple sequence, but such order­
ing is highly anisotropic with respect to the three 
components of k. A further difficulty which rules 
out numerical computation is the rapidly varying 
nature of the wavefunctions f(~) corresponding to 
physical states. For example, the Fermi-sea state 
(IIk<k. a~) 10) corresponds to the wavefunction 

IW = e-·mr/(211")i with m = t(2k
• - I) 
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(taking ko even). With ko the order of 1023
, f(~) is 

indeed a rapidly varying function. 

It should be noted that the particular ordering (2), 
or the particular choice of base functions e ·",r / (211") 1 

is not essential for the application of the isomorphism 
(4). For example, we could order the states with 
occupation numbers n" according to the natural 
order of the integers no + 2nl + 4n2 + ... , or 
might substitute the base functions (sin m~/2)/1I"t 
for the exponential form. The representations so 
obtained are similar in appearance to, but con­
siderably more complicated than, the one given in 
this paper. 
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IN a recent paper, l Girardeau introduced the notion 
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lim lim m-1 L n" == lim P k • = 0(1). 
leo-O m._co I Ie I <ko ko-O 

p fixed 

It was suggested that such a generalized con­
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1 M. Girardeau, J. Math. Phys. 1, 516 (1960). 

energy spectra and, hence, the free energies of the 
two systems are identical, and the boson wave­
functions are simply related to the corresponding 
fermion wavefunctions (Slater determinants). Un­
fortunately, despite the knowledge of the exact 
ground state wavefunction, it was not possible to 
calculate n" exactly, so that a certain linearization 
approximation in the wavefunction had to be made. 
Within this approximation, Girardeau found Ii!. com­
plete generalized Bose-Einstein condensation, i.e. 
limk.~O P k. = 1. 

It seemed to us that, because of the simplicity of 
the system, it should be possible to prove or dis­
prove the existence of such a condensation without 
making any approximations. In the present note, 
we disprove it. In Sec. II we formulate the problem 
to stress the similarity with a certain soluble one­
dimensional spin-! model. Drawing on results for 
this spin model2 we are able to derive an exact 

2 E. Lieb, T. Schultz, and D. Mattis, Ann. Phys. 16, 407 
(1961). Hereinafter, referred to as A. 
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expression for the one-particle density matrix of 
the hard-sphere boson system in configuration space. 
In Sec. III we obtain an upper bound to the off­
diagonal matrix elements of the density operator 
between two points at arbitrary distances from one 
another, and in Sec. IV we use this bound to show 
that no generalized condensation, whether complete 
or incomplete, exists. 

This result exemplifies the danger of linearization 
approximations. Whether or not a generalized Bose 
condensation exists for boson systems with more 
general interactions and/or more dimensions is, of 
course, still open. 

n. FORMULATION 

In the notation of second quantization, the system 
of impenetrable point-particle bosons is described 
by the Hamiltonian 

-
h2 1L 

t d
2 

H = 2m 0 t/I (x) dX2 t/I(x) dx, (Ia) 

where the impenetrability is expressed through the 
subsidiary condition on the energy eigenstates <l>n, 

(J dX't/I\x)t/I\x') o(x - X')t/I(X')t/I(X))<I>n = 0, 

or (t/I(x))2<1>n = 0, 

and the field t/I(x) obeys boson commutation rules. 
It is obviously equivalent to assume that the field 
"'(x) is not strictly a boson field, but instead 

while retaining 

[t/I(X), t/I(x')] = [t/I \x), t/I \x')] 

= [t/I(x), t/lt(x')] = 0, x ¢ x'. 

(Ib) 

(I c) 

To IStress the analogy with the spin problem al­
ready mentioned, the continuum (0, L) is replaced 
by a set of N points evenly ISpaced at intervals 

E = L/N. (2) 

The "continuum limit" N -+ co, E -+ 0, with L 
fixed, will be taken at the end of the formal develop­
ment. 

Equations (1) can be expressed in this discrete 
space if we introduce annihilation and creation opera­
tors associated with each point: 

t 1 t 
am = E't/I (mE). (3) 

Then Eq. (1) become 

1 N t 
H = --2 2 L a",(am+I - 2a ... + am-I), (4a) 

mE 1 

l ¢ m. 

(4b) 

(4 c) 

It is consistent to supplement (4b) with the ad­
ditional condition 

{a"" a:' = 1. (4d) 

The total number operator is then 

(4e) 

The mixed set of commutation/anticommutation 
rules obeyed by the operators a and at and the form 
of the Hamiltonian (4a) are precisely analogous to 
the situation with the "isotropic X - Y model" of 
reference A. The Hamiltonian is diagonalized by 
first introducing fermion operators 

( 

m-1 ) em = exp 7ri ~ aiaz am; 

e: = a: exp ( -7ri ~ a;a l ) , 

in terms of which it becomes 

and then making the canonical transformation 

em = N-! L exp (ikmE)~k' 
k 

k = 0, ±27r/L, ... ,7r, 

to obtain 

and 

(5a) 

(6a) 

(6b) 

(6c) 

The ground state of a system of m: particles3 is then 
defined by 

t 
~k<l>O = 0, 

h<l>o = 0, otherwise. 

3 We assume ~ to be odd. Then the "Fermi sea" is sym­
metric around k = o. Also, the cyclic boundary condition 
imposed on the C's and Ct's is then identical to that of the 
original problem; otherwise, it would be convenient to re­
quire in the original problem that the wavefunction change 
sign when a particle is displaced a distance L. 
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Equations (6) and (7), when E ~ 0, imply the 
exact results of Girardeau. 

Let us now calculate the one-particle density 
matrix in configuration space, defined by 

p(r', r) = (y/ (r') ..p(r» 

== per - r') by translational invariance. (8) 

Here ( ... ) means the expectation value in the state 
<1>0' To see how per - r') is related to nk we have 
only to introduce a plane wave expansion of ..p(r): 

..p(r) = L-! Lexp(ikr)r/k, (9) 
k 

so that 

per - r') = L -1 L exp [ik(r - r') Jnk' (lOa) 
k 

with 

(lOb) 

In this formulation, the essential difficulty with 
bosons, not present with fermions, is that (~:h) 
but not (1/:1/k) is easy to compute. 

In the discrete space, we define 

(11) 

so that 

L N 

nk = i dr exp ( - ikr) per) = ~ exp ( - ikse) P., (12) 

the equalities being understood in the continuum 
limit. 

Since nk must be a real even function of k, P. is 
real and we can write 

s ;;c 0, (13) 

ep, S = 0, 

where p == 'JL/L is the uniform density of particles. 
The evaluation of the expectation value appearing 

in (13) is carried out in A, Sec. lIC. One finds for 
this cyclic problem that 

G2 G. 

G.- 1 

P. (14) 

where 

Gm = «Ci - CI)(Ci+m + Cl+m», 

2 
= - omO + - L cos kme 

N k occup. 

_ 2e sin 7rpme 
- L sin (7rme/L) 

= -1 + 2ep 

m ;;c 0, 

m = 0. 

l arbitrary, 

(15) 

Weare interested in finding P. in the limit e ~ 0, 
S ~ CD with Se = r arbitrary and fixed. Observe 
that P. has the structure 

P. = t det [_t_ ~l ' (16) 

-L 0 

where t and 0 are (s - I)-component vectors with 
all components proportional to E, while L is an 
(s - 1) X (s - 1) matrix having the form 

L = 1 - eK, (17) 

where K has all components of order unity. It is 
not possible to pass directly to the continuum limit 
in the matrix of (16) because of the discontinuity 
going from the first to the second row (and from the 
(s - l)st to sth column). Also, a direct application 
of Hadamard's theorem (as in A, p. 464) to (17) 
gives an upper bound Ip.1 ::; D(e') which is too weak, 
in view of the fact that we seek the continuum 
limit of P./ e. To focus attention on L, which does 
behave well in the continuum limit, observe that4 

P. = !det [-O-~l [_1 L-10]' (18) 
-L 0 t e. 

The determinants of the two matrix factors are 
readily evaluated, so that 

(19) 

where L = det L. This equation holds even when L 
is singular, if by L L -1 I) we understand the ap­
propriate linear combination of minors. 

Equation (19) is the principal formal result. In 
the continuum limit, L is just the Fredholm deter­
minant D(A = 1) associated with the integral 
equation 

¢(x) = A J. a

+, K(x - y)¢(y) dy, a arbitrary, (20a) 

with 
2 sin 7rp(x - y) 

K(x - y) = (K)z/"y/, = -L . « )/L) (20b) 
SIll 7r x - Y 

• I am indebted to Dr. E. Lieb and Dr. D. Jepsen for this 
observation, leading to Eq. (19). 
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Also in this limit L(L -1).I'.u/, is what is usually 
called D(x, y; A = 1). In fact, this is the determinant 
that should stand in (19), which is then valid even 
if L -1 does not exist. Thus, the determination of 
per) is reduced to the evaluation of D(l) and 
D(x, y: 1) for the kernel K(x - y). Unfortunately, 
it has not been possible to evaluate these quantities 
exactly. We now derive an upper bound to per) which 
is sufficient for a study of nk as k ~ O. 

m. UPPER BOUND TO e(r). 

We consider separately the magnitudes of the 
two terms occurring in Eq. (19). We restrict ourselves 
to r = SE < !L, because per) is periodic with period 
L, and, being real, it is also even. Thus peL - r) = 

per). The methods employed in this section and the 
associated appendix are due in large part to Jepsen.4 

In the first term of (19), 

(21a) 

But 

ILl = [II A~]t 
; 

:::;; exp [! L (A; - 1)] = exp [!tr (L2 
- 1)], (21b) 

; 

where the A's are the eigenvalues of L. Also, since 
2/7r :::;; lx-I sin xl :::;; 1, 

IE.I :::;; S-I Isin 7rp8EI :::;; 7rpE. (21 c) 

In the second term of (19), 

-iLtL-lo :::;; i ILl j L Ai\t'C;;)(o'c;;)I, (22) 
i 

where the c;; are the eigenvectors of L.5 If Ao is the 
eigenvalue of minimum absolute value, then 

I L Ai 1(t'c;;)(o'C;;) I 
i 

where we've used Schwarz's inequality, the com­
pleteness of the c;'s, and the fact that I tl = 101, 
which is apparent from (14) and (16). But 

& We have supposed that Ai ;c O. From (20a) it is known 
that the eigenvalues 71. increase indefinitely. Also, it is readily 
shown that K(x - y) is positive definite, so that all the A's 
are positive. This implies that the A's, which are related to 
the A's by A; = 1 - Ar l , are all <1, and have A = 1 as a 
limit point. In general, the A's being discrete, none of them 
is precisely = 0; only for a discrete set of values of r will some 
A = O. We, therefore, exclude this set of measure zero in 
carrying out the proof. Since p(r) is obviously a continuous 
function of r, the bound thus derived can then be extended 
to these values of r. 

ILIIA~'I = (II A~)i 

so that 

i"':O 

:::;; exp [i L (A; - 1)] 
i-,iO 

= exp [! tr (L2 - 1)] exp (1 - A~) 

:::;; exp [1 + i tr (L2 - 1)], 

ItLtr'ol :::;; !t2 exp [1 + ! tr (L2 
- 1)]. 

Finally, combining (21) and (24), 

(23b) 

(24) 

P. :::;; i(7rpe + et2
) exp [! tr (L2 

- 1) J. (25) 

In the appendix it is shown that, in the continuum 
limit, for arbitrary r o, 

(26) 

and 

t tr (L2 - 1) ~ { -;2 In (~) 

+ t(G2 + Ga) + O(~) ] ' r > roo (27) 

Equation (25) then gives the desired result: 

per) = lim p./e ~ Gr-41 1<'. (28) 
,~n 

B=r/t 

Here, G, GI , G2, Ga, and G4 are all constants inde­
pendent of 1', L, and p. 

IV. NONEXISTENCE OF A GENERALIZED 
CONDENSATION 

We wish to compute P k. defined by 

Ph. = lim ~-1 L nk, 
3t-..(X) lkl<ko 

p fixed 

where 

(29) 

nk = i L 
dr exp (-ikT)p(r). (12) 

We shall use only the property that per) = 0(1) 
for r < ro and Ip(r)12 < const X r- 213

, fJ > 0, for 
r > ro, where ro is now a large positive constant. 
For this particular model we have seen that fJ = 

4/7r2
• 

Then 

1 1L ~-1 L n" = -L dr L exp (-ikr)p(r) 
l"l<k. P 0 Ikl<k. 

1 1 L d sin (ko + i7r)r () = - r p r 
PoL sin (7rr/L) . 

(30) 

Because per) = peL - r), we take twice the integral 
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from 0 to iL. Let us divide the range of integration 
into two parts, (0, ro) and (ro, iL). On (0, To), 

" sin (ko + i)r i dr L sin (7r'r/L) per) 

.r. (ko + i} 
::::; 10 dT 2r IpCr) I 

::::; (ko + i) X canst. (31) 

On (ro, iL), we expand sin (ko + 1C'IL)r, obtaining 
two terms: 

f
lL 

M I == L -1 r. dr cos krJ'p(r) 

J'
L 

::::; C I 
.. dr Ip(r) I ::::; const. X L-IJ

, (32a) 

f lL sin krJ' 
M2 == r. dr L tan (7r'rIL) pCr). (32b) 

i
lL 

::::; 4 0 ax sin2 1C'pX 

X [(L2 sin! 7Tx/L)-1 - (7T
2
X2fl] = GJL. (A3) 

G1 is a positive constant independent of T, L, and p. 

Thus, 
£2 = E(2p + GilL). 

Now we determine an upper bound for 

tr (L2 
- 1) = l tr K2 - 2l: tr K. 

First we have 

E tr K = 2prE. 

Second, we consider 

2 2 ir 1r
' sin

2
1C'p(x - y) 

E tr K = 4e dx dy L2 . 2 ( )/L o 0 Slll7TX-y 

where 

J = 41 r 

d 1r 
d sin' 1C'p(x - y) 

1 - X Y 2( )2' o 0 7T X - Y 

(A4) 

(A5) 

(A6) 

(A7) 

To estimate M 2 , multiply and divide the integrand and 
by ra, where a is positive and! - (3 < a < i. Then r l' 
by Schwarz's inequality, J a == 4 10 ax 0 dy sin

2 
7Tp(X - y) 

[ 
tL J1 X const J. drr- 2

(IJ+a) , 

[
1 (1'" fr,) sin

2 

korJ! 
::::; 7T2 0 - 0 dr r2{1-a) X const, 

[

kl-2a 00 • 2 ]! 
::::; ~2 10 dx ;~~_:) - O(k~) X const. (33) 

Thus, for sufficiently small ko, P k • ::::; const X ko, 
and so limk ..... o P k • = 0; i.e. not even an incomplete 
generalized condensation exists. 

APPENDIX 
We determine first an upper bound to ,£Z, 8 = rle, 

in the continuum limit. 
r • 2 

2 f sm 7TPX ( ) 
£ = 4e 10 dx L2 sin2 (7Tx/L) == Ell + 12 , (AI) 

where 

X [(L2 sin2 1C'(x - y)IL)-1 - (7T2(X - y)2f'] 

::::; 47T -z 1oi 
.. d~ fr df'J 

X [(sin2 (~ - f'J)fl - (~ - f'Jf2] == G2 • (AB) 

To find an upper bound to J 1 it is convenient te 
introduce the variables 

R = 7Tp(X + y - r) and r = 7Tp(X - y), 

after which J 1 can be transformed to 

" = 7Tpr. 

Integrating by parts onR, and letting z = " - R, 
one obtains 

(A9) 

where 

J 8 -2 l' dz -2 • 2 < ~ 11 == 7T " Z SIn Z _ -, 
o 7T (AlO) 

II == 41 r 

dx~n22 7T!'X ::::; 41" dx sin: 7T!'X = 2p, (A2) and 
o TTX 0 7TX 

J 12 == -167T -2 i' dz Z-l sin2 z. 
and 

Letting Vo be any large positive constant < v, a 
bound for J 12 is obtained: 
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J 12 ~ -16lr -2 f' dz Z-l sin2 z = -811"-2 In (11/110) 

" 

+ 811"-2 (W dz Z-l COS 2z 
. '. 

- 811"-2 J.~ dzz- 1 cos2z. (All) 

Because the last term behaves asymptotically like 
0(1/,,), 

JOURNAL OF MATHEMATICAL PHYSICS 

J 12 :::; -811" -21n (r/ro) + Cg + O(l/r) r > ro. (A12) 

Finally, for r > To, 

tr (L2 - 1) 

S E[ -811"-2 In (r/ro) + C2 + C~ + O(l/r)]. (AI 3) 
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We derive a new expansion method for the thermodynamic properties and correlation functions 
of imperfect gases. When the interparticle potential is repulsive, we obtain an alternating series of 
upper and lower bounds for the activity, free energy, pressure, entropy, internal energy, and for 
the correlation functions. These bounds are valid even if there is a transition. If the potential has 
an attractive part, we can obtain upper bounds for the activity, free energy, internal energy, and 
the correlation functions. 

INTRODUCTION 

I N the standard cluster integral treatment of the 
imperfect gas,l in which one expands thermo­

dynamic quantities in terms of cluster integrals, 
many questions arise. Firstly, there are the purely 
mathematical questions such as the convergence of 
the series; secondly, there are purely practical ques­
tions of estimation of error. Even if the density be 
small, it is difficult to determine the accuracy ob­
tained by retaining the first few terms of the power 
series. Finally, below the transition temperature, 
the theory is incapable of estimating any of the 
thermodynamic quantities. One must then resort 
to a theory of the liquid state which, at the present 
time, is even less capable of indicating the errors 
introduced by the various approximations. 

In this paper we introduce an expansion scheme 
which is similar to, but at the same time different 
from, the usual cluster integral development. The 
one important difference is that for a repulsive po­
tential we can estimate the error at each stage of the 
approximation-and this is true even if there is a 

1 J. E. Mayer and M. G. Mayer, Statistical Mechanics 
(John Wiley & Sons, Inc., New York, 1940). 

transition (as in the case of hard spheres). In other 
words, we obtain an alternating sequence of upper 
and lower bounds for the activity, free energy, pres­
sure, entropy, internal energy, and for the correla­
tion functions as well. These bounds allow us to 
state with confidence where the true results lie 
with respect to the approximations. 

For potentials which have attractive parts, we can 
obtain upper bounds for the activity, free energy, 
internal energy and correlation functions. 

1. THE ACTIVITY, FREE ENERGY, AND PRESSURE 

We define the configurational p3:rtition function 
for N particles to be 

Z N = v-N 1 IT d3xJ N(X1, ••• ,XN), (1.1) 
v 1 

where 
IN = II (1 + iii) ~ O. (1.2) 

(i.n 

The iii are the Mayer i functions, i.e. 

ii; = exp (- Ui;/kT) - 1, (1.3) 

where U(x, - x;) is the two-body potential. 
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The excess free energy per particle, F, is 

F = -kTN- l In ZN' (1.4) 

In terms of F we can define other thermodynamic 
quantities2

: The activity, 

where p = N jV; the excess chemical potential, 

f..L = kT In (zj p) ; (1.6) 

the fugacity, 

and if 0 ::; p ::; R". Furthennore, the critical density, 
R .. , beyond which z" ceases to be a bound, is infinite 
for n odd, and for n even generally increases with n 
and appears to satisfy lim"~,,, R" = co, although we 
cannot prove this latter statement. The upperj 
lower bounds for z generate a sequence of upperj 
lower bounds, F l , F 2 , •• , for F. Moreover, one can 
use Z,,+1 in conjunction with F" to obtain an upperj 
lower bound sequence PI, P 2 , ••• for P. Alter­
natively, one can use z" in conjunction with Fn+l 

to obtain a sequence P:, P~, 
From Eq. (1.2) we have 

1= kTz; (1.7) IN(x l ,"', XN) 

and the pressure3 

P = pkT + /(aFjap) = p(kT + f..L - F), 

= kT{p In z - fin [z(p')] dp'}' (1.8) 

Suppose now that we have an upper (or lower) 
bound for z for all densities up to a certain maximum, 
R, (i.e., Z ~ z for all 0 ::; p ::; R). Then, from Eq. 
(1.5), 

(ajap)pF = kT In (zjp) +~, (1.9) 

where Hp) ::; 0 (or ~ 0). Consequently, 

pF(p) = kT foP In (z~:») dp' + f ~(p') dp'. (1.10) 

It is thus clear from Eq. (1.10) that an upper (lower) 
bound for z implies an upper (lower) bound for F 
for 0 ::; p ::; R. The converse is not true, of course. 
Both an upper and a lower bound for z, will together 
yield both an upper and a lower bound for the pres­
sure by virtue of Eq. (1.8). 

Let us now direct our attention to purely repulsive 
potentials so that 

o ~ Ii; ~ -1. (1.11) 

We shall derive a sequence, Zl, Z2, ••• for z such that 
z" is an upper (lower) bound for z if n is even (odd) 

2 We have followed, with slight modifications, the termi­
nology of H. L. Friedman [Ionic Solution Theory (Interscience 
Publishers, Inc., New York, 1962)] and T. L. Hill [Statistical 
Mechanics (McGraw Hill Book Company, Inc., New York, 
1956»). The total free energy per particle and chemical po­
tential are, respectively, F + kT[! In (h' /2rmkT) + In p - 1) 
and flo + kT[ln p + ! In (h2/2rmkT)], where m is the particle 
mass and h is Planck's constant. 

S In the following we shall take it for granted that z, F, p., 
and P are intensive variables, i.e., that they depend on N 
and V only in the combination p = N IV. If one does not 
wish to accept this fact as proved, then one can still carry 
through the following analysis, although with a great deal 
of further complication. We mention this because if one were 
willing to cope with the further complication, one could go 
a long way towards proving that the above thermodynamic 
quantities are indeed intensive. 

N 

= II (1 + Il;)IN-l(X2 , •• " XN)' (1.12) 
;-2 

Since 1 satisfies (1.11) and since I N - l ~ 0, the 
theorem proved in the Appendix tells us that 

IN < I N- l 

> (1 + L Il;)IN-1 
i 

etc. (1.13) 

Using the first of the inequalities (1.13), we can 
easily do the XI integration in Eq. (1.1) with the 
result that 

or 
z > Zl = p. 

Using Zl in Eq. (1.10) we have 

F> Fl = O. 

It will be noted that RI = co. 

(1.14) 

(1.15) 

(1.16) 

Using the second inequality of (11), we can still 
do the XI integration because II; is a function of 
XI - Xi' If we define 

(1.17) 

(this is the same as the irreducible cluster integral 
(31 defined by Mayer!), then 

Z N > (1 + P{3I)Z;/, (1.18) 

or 

(1.19) 
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In this case R2 = -fJI. The corresponding bound 
for F is 

F < F2 = -kT 

respect to p, we find 

da = ~ (dhJ )-1 > o. 
dp p dz a 

(1.28) 

X 1[(1 + pfJI)/ pfJJ In (1 + pfJI) - I}. (1.20) The next problem is to find Fa. To do the integral 

For the pressure we obtain 

P < PI = pkT 

X [1 - In (1 + pfJI)] f"..) pkT[l - pfJJ, (1.21a) 

P > P: = pkT 1[(1 + pfJI)/ pfJI] In (1 + pfJI)} 

f"..) pkT[l + !pfJI]. (1.21b) 

Thus PI and Pi give the first virial coefficient cor­
rectly. The second virial coefficient is actually -!fJI 
as will be clear when we consider P 2 and P~. 

We next consider the third inequality in (1.13). 
The first two terms can be evaluated as before in 
Eq. (1.18). The third term, 

N(N - 1) f nN 
~ . 2 v 1 dxddlaIN-I(2, ···,N), (1.22) 

is, unfortunately, not a factorable integral. We can, 
however, retain the sense of the inequality by re­
placing IN-I by the first inequality of (1.13), viz. 
I N - 1 (2, ... ,N) < I N - 2(3, ... ,N). We can now do 
the integral in (1.22) and we obtain 

p < (1 + pfJI)Z + !p~i. (1.23) 

We now define the polynomial 

in Eq. (1.10) we write 

f dp' In a(p') 

l p da p' 
= p In a(p) - -, - dp' 

o dp a 

= p In a(p) - da p a l
acp) ( ) 

o a 

l
a(p) da 

= p In a(p) - 1 fJ 1fJ2 2 • 
o - la - "2 la 

(1.29) 

The last integral is easily computed and, collecting 
terms, we find 

F > Fa = kT( 1 + In [(x + 1)2 + ;;:2]1 - 1 - x 

1 I (Va + 1) 
-Vax n Va-I 

X { [(1 + X)2 + 2X2]1 - Vax - I}) (1.30) 
- [(1 + x) 2. + 2x2]! - Vax + 1 ' 

where 
x = pfJI < O. (1.31) 

The corresponding bounds for the pressure are 

(1.24) P > P2 = p(kT + kT In (~) - F2) 
Since h(O) < 0 and h( ± <Xl) = + <Xl, we see that h 
has two real roots: a(p) > 0 and fJ(p) < o. Eq. (1.23) 
tells us that either z > a or z < fJ. The second pos­
sibility can be excluded because of Eq. (1.15) and 
thus 

Z > Za = a(p) (1.25) 

for all p. 

It is well known4 that for any system in thermo­
dynamic equilibrium, the pressure is a continuous, 
monotonically increasing function of the density for a 
fixed temperature. Equation (1.8) tells us that z(p) 
has the same property. A good upper or lower bound 
for Z should have this same property and we shall 
now show that a(p) in fact does (ZI and Z2 clearly 
have this property). Since 

h(z) = !pfJ~(z - a)(z - f3), 

dh/dz/ z _ a = !pfJi(a - fJ) > o. 
(1.26) 

(1.27) 

But if we differentiate the equation h(z) = 0 with 
4 T. L. Hill, reference 2, Sec. 28. 

and 

= pkT{ln [(1 + x? + ;;:2]t - 1 - x 

+ 1 ~ x In (1 + X)} 

P < P~ = p(kT + kT In (zz/ p) - Fa) 

= -pkT(ln (1 + x) 

+ In [(1 + X)2 + 2;:2]1 - 1 - x 
x 

+ _1_ In (Va + 1) 
Vax Va - 1 

X { [(1 + X)2 + 2X2]i - Vax - 1 }) 
-[(1 + X)2 + 2X2]! - Vax + 1 

f"..) pkT(1 - !x + Hx2
). 

(1.32) 

(1.33) 
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Equations (1.32) and (1.33) imply that the second 
virial coefficient is - !(31, a well-known result of the 
Mayer theory. 

We should inquire whether the lower bound Za 

following types of inequalities: 
L 

P < Z + p L a;z; (L even), (1.37a) 
i-I 

is necessarily better than Zl' We see easily from or 
Eq. (1.23) that Z > Za > Zl = p if p < -2/{31, and L 

Z > Zl = P > Za if p > -2/{31' We should not be 
surprised at this result for, as we remarked in the 
Appendix, including more terms in (1.13) does not 
guarantee a better result. Nevertheless, Za is still 
a lower bound for all p and Eqs. (1.25)-(1.33) are 
always valid. We notice, incidentally, that the 
density beyond which Zl is the better bound, is twice 
as large as the density R2 beyond which the upper 
bound Z2 ceases to exist. 

To find the second upper bound Z4 we use the 
fourth inequality of (1.13). This time, to retain the 
sense of the inequality, the term 11211alN-1 must be 
expanded by using the second inequality of (1.13), 
that is, 

> J 112113 ( 1 + 123 + ~ 12;)lN-2(3 ... N) 

> f 11211a(1 + 12a)lN-z(3 ..• N) 

+ (N - 3) J 11211aI24l N-a(4 .. , N). (1.34) 

The integrals in the last line can now be done. For 
the last term in (1.13) [i.e., 11211al14], we can use the 
first inequality for I N - 1 twice [i.e., I N - 1(2 ... N) < 
I N _ a(4 ... N)]. Collecting results, one finds 

p > Z + P[{31Z + !({3~ + 2(32)l + i{3~i], (1.35) 

where 

is the three-particle irreducible cluster integral. 
We shall not discuss Eq. (1.35) in any detail; 

instead we shall discuss the general features of (1.35) 
and all higher-order equations obtained by taking 
more and more terms in the series of inequalities 
(1.13). As we have already seen in connection with 
Za and in the derivation of (1.35), to obtain an in­
equality involving Z [such as (1.35)] one must use 
(1.13) many times, applying it over and over again 
until one obtains factorable integrals which can be 
evaluated in terms of ZN-; and certain cluster inte­
grals. One will always end up with either of the 

P > Z + p .L: a;z; (L odd), (1.37b) 
i=1 

The an's (which will in general depend on L) will be 
given in terms of cluster integrals. The former 
inequality, (1.37a), will hold when L is even and aL 
will be positive. For the case of odd L, (1.37b) will 
hold and aL will be negative. It is important to 
note, however, that for a given L, the coefficients 
an are not uniquely determined. Beginning with 
L = 2, one can easily see that in applying the in­
equality (1.13) many times, several choices will 
present themselves. When L is even, for example, 
the term l1d13lN-1(2 ... N) can be replaced simply 
by 1121 1al N -2 (3 ... N), as we did for the Za case, or we 
can replace it by 11211a(1 + 12a)IN - 2 (3 .•. N), or we 
can replace it by 112/1a(1 + 12a)[1 + (N - 2)124 + 
teN - 2)(N - 3)/24/25]lN-2(3 ... N), which can 
then be further decomposed. There are many pos­
sibilities, and we shall return later to a discussion 
of some of the possible choices. 

We first discuss how (1.37a) can yield a lower 
bound, and (1.37b) an upper bound, for z. The two 
cases must be considered separately. 

L even: Define 

L 

H(z) = 1 - L a;z;, (1.38) 
1 

whence 

p(Z) < p(z) = z/H(z), (1.39) 

if H(z) > O. Since H(O) = 1 and H(±oo) = - 00, 

H(z) has at least one positive root-call the smallest 
one Q. Thus for 0 :::; Z :::; Q, (1.39) gives an upper 
bound, p, for p as a function of z. Furthermore, 
p - + 00 as z - Q. We shall now prove that p(z) 
is a monotonically increasing function of z. Conse­
quently, we are permitted to invert (1.39) and ob­
tain a lower bound, Z, for z which satisfies the 
equation 

o = z - pH(z) ;: h(z). (1.40) 

This lower bound is a monotonically increasing func­
tion of p, and as p goes from zero to infinity, z goes 
from 0 to Q. Since the true z(p) is unbounded as 
p - 00 (we have already proved z > p), z will not 
be a very good bound for large p. On the other hand, 
there is reason to believe that the value of Q generally 
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tends to increase with L. Before turning to the proof 
of mono tonicity, we remark that even if p(z) were 
not monotonic we could always construct a mono­
tonic function by "rectifying" the p(z) curve, be­
cause we have already proved that the true p(z) 
is a monotonic function. The lower bound z, would 
then be a discontinuous function of p. 

Proof of Monotonicity: Let us regard p as a positive 
parameter in the polynomial Eq. (1.40). It is suffi­
cient to prove that dz/dp > O. Equation (1.40) has 
L roots; z is the root which vanishes when p = O. 
Let p be very small. The L roots are approximately 
z = p and the L - 1 roots of -aLx

L
-

1 
= 1/ p. Since 

aL > 0, none of these latter roots will be positive 
real, so that when p is small, z will be the only positive 
real root. For the general p, let the real roots be 
r1 > r2 > .... Since real roots always appear and 
disappear in pairs at a common point, z will always 
be either rl or r3 or r5 , etc. and never r2 or r4, etc. 
As we showed in the discussion leading to Eq. 
(1.28), 

dz z (ah/ )-1 
dp = ~ az .-i 

z II (- )-1 II (- )-1 = -2- Z - r,. z - aK , 
paL "F; K 

(1.41) 

where z = r i, and aK are the complex roots. Since i 
is odd, the two products in Eq. (1.41) are positive. 
Thus dz/dp is positive if z is positive. But we have 
already shown that z is positive for small p. Hence z 
is always positive, Q.E.D. 

To recapitulate, we have shown that (1.37a) yields 
a lower bound for z as a function of p, valid for all p. 

We turn now to (1.37b). 

p(z) > p(z) = z/H(z). (1.42) 

If H(z) has real positive roots, the smallest of which 
is Q, then (1.42) will imply that z < Q for all p. 

But this is patently absurd since z(p) is unbounded. 
Therefore, R(z) can have no real positive roots and 
p(z) is positive for all z > O. The function p(z) has a 
positive slope for small z and goes to zero for large z. 
There is at least one value of z for which dp/dz = 0, 
but there may be more if Eq. (1.40) has more than 
two real positive roots for some p > O. In any event, 
let Q be the smallest value of z for which dp/dz = 0, 
and let R = p(Q). Then for 0 ~ p ~ R we may 
invert (1.42) and thereby obtain a monotonically 
increasing upper bound, z(p) for z. As we warned at 
the beginning, the lower bound situation is more 
favorable than the upper bound. The latter exists 
only for p < R while the former exists for all p. 

But R depends on L and there is reason to believe 
that it tends to increase with L. 

For either L odd or even we can immediately find 
the corresponding bound P for F with the help of 
Eq. (1.39) or Eq. (1.42). From Eq. (1.10), 

Pep) = k~ foP In (z~:») dp' 

= kT[1 + In (z(p») - ! I P 

dz(p;) _ P', dp'] 
p p 0 dp z(p) 

= kT[ 1 + In (z(p») - ! 1 i(p) ~]. (1.43) 
p p 0 H(z) 

The last integral is elementary. 
We turn now to consider the relationship of our 

procedure to the standard cluster integral methods 
of the theory of imperfect gases.2 In the standard 
theory one has the following equations: 

= pkT[ 1 - z;. j ~ 1 fj,./] , 

F ~ k{ 1 - In (1 + f: (j + l)b ..... ) 

[ 
1 + 2: b j +1z" ]] 

- 1 + z;. (; + l)b j +1z" ' 

k ,,1 ,. 
= - T f' j + 1 fjjp , 

(1.44) 

(1.45a) 

(1.45b) 

(1.46a) 

(1.46b) 

where the bj are the cluster integrals for j particles 
(b 1 = 1), and the fj,. are the irreducible cluster inte­
grals for j + 1 particles. There exists a simple 
algebraic relation between the two.6 Consider the 
function 

z ., 
R(z) = - = 1 - "a·z l (1.47) p(z) f' ' , 

where we have supposed that R is analytic, and 
hence has a power series, for sufficiently small Izl. 
Equating the two power series in Eqs. (1.44) and 
(1.47), and defining C; == (j + l)b;+I, we have 

~ (C j - a,.)z" = (~a,.zj)( ~ C,.zj) , (1.48) 

whence 
i-I 

a,. = C j - 2: a,C,._.. (1.49) 
,-I 

& T. L. Hill, reference 2, pp. 140, 144. 
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The a's are thus simply related to the C's; the first 
few relations are 

al = C1 = 2b2 , 

a2 = C2 - Ci = 3ba - 4b~, 

a3 = C3 - 2C2C1 + C~ = 4b4 - 12b3 b2 + 8bL 

a4 = C4 - 2G\C1 - C~ + 3C~C2 - C: 

5bs - 16b4 b2 - 9b; + 36b;b3 - 16b~, (1.50) 

and 

(1.51) 

Whether or not the power series in (1.44) and (1.47) 
converge, Eq. (1.49) is a formal relation between the 
a's and the C's. Furthermore, if R(z) is a meromor­
phic function of z in the complex plane, then the 
series in (1.47) will converge up to the first zero of 
p(z), and vice-versa. Thus the series in Eq. (1.47) may 
very well converge when the conventional series, 
(1.44) diverges. 

It will be seen that the aj which are sums of 
products of cluster integrals are the ideal aj to be 
used in (1.37a) and (1.37b). It will also be seen that if 
we look at any aj in (1.37), there will exist a A (de­
pending on j), such that if L > A, aj can be made 
equal to aj. When we say "can be", we have in mind 
that it is possible to iterate the inequalities, (1.13), so 
that aj is never equal to aj. This brings us to the 
question of choices for the aj. 

As was remarked above, the bj (and hence the aj) 
can be written in terms of irreducible cluster inte­
grals. Another way to write the bj is 

Ii (i-l) 
bj = L b;, (1.52) 

n=i-l 

where b7 is that part of the cluster integral for j 
particles which contains exactly n bonds. Now, in 
deriving Eqs. (1.37) up to L = 3 (i.e., the equations 
for Zl to Z4), it may be observed that we were always 
able to arrange matters so as to include all terms 
involving L or fewer f bonds, and no terms involving 
more than L bonds. In other words, the aj in Eq. 
(1.50) can themselves be thought of as sums of 
integrals involving various numbers of bonds. A 
term such as b2b3 = (bD (bi + b;) is a sum of two 
terms with three and four bonds, respectively. If 
we admit in aj only terms with up to L bonds, 
we have aj = 0 for j > L, and obtain the ap­
propriate aj coefficients in (1.37). [This proce­
dure, it should be remarked, is not the same thing 

as ignoring terms with n > Lin Eq. (1.51)]. Having 
obtained this set of a;'s, Eq. (1.51) then defines a 
new set of b/s. It is these latter coefficients which, 
when inserted into Eq. (1.46a) gives an upper/lower 
bound for F as explained before. 

Another choice which suggests itself is to replace 
all (3/s by "ring" integrals, as is so frequently done. 
This would give rise to a set of b;'s and, by Eq. (1.50) 
to a set of a;'s. It seems to be true that these a/s 
are a legitimate set to insert in Eq. (1.37a) (L would 
then be infinite), although we have not proved this. 

II. CORRELATION FUNCTIONS AND INTERNAL 
ENERGY 

In this section we show how the procedures de­
veloped above may be applied to find upper/lower 
bounds for correlation functions, potentials of aver­
age force, internal energy, and entropy. 

We define the r-particle correlation function by 

g(xI' "', xT) 
N 

, XN) II d3xi • (2.1) 
r+1 

From these we define6 the potentials of average 
force by 

w(x1, ... ,xT) = -kT In g(xI' ... ,xr ). (2.2) 

The correlation functions satisfy 

Iv g(xI' "', x r ) d
3
xT = V g(xl , "', X T - 1), (2.3) 

from which it follows that for an infinite system, 
and for a suitably behaved potential, 

lim g(xI' "', x r ) = g(xl , "', X T - 1). (2.4) 
Xr-HO 

We also define the excess internal energy per 
particle by 

E = _T2 (ajaT)FjT, 

and the excess entropy per particle by7 

(2.5) 

s = -aFjaT = (E - F)/T. (2.6) 

The internal energy is also given in terms of the 
two-particle correlation function by 

E = tp f G(x)U(x) d3x, (2.7) 

where 

6 This agrees with T. L. Hill, reference 2, p. 193. 
7 The total internal energy and entropy per particle are 

E. + ! kT and S - k [! In (h'/2?r1nkT) + In p ,- ~l, respec­
tively. 
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Finally, we can obtain F in terms of E by 

F = T {" E~~:) dT', (2.9) 

which latter expression, when inserted into Eq. (2.6), 
gives S entirely in terms of E. 

In order to obtain upper/lower bounds for E, we 
certainly are not permitted to differentiate the 
previously derived bounds for F. But from the fact 
that U ~ 0, Eq. (2.7) tells us that upper/lower 
bounds for G will yield lower/upper bounds for E. 
These bounds will in turn yield new lower/upper 
bounds for F with the help of Eq. (2.9), and these 
new bounds will turn out to be different from the 
ones we obtained before. Finally, both an upper 
and a lower bound for E will yield both an upper 
and a lower bound for S with the help of Eqs. (2.6) 
and (2.9). Alternatively, one does not have to use 
Eq. (2.9) in (2.6); one can use one of the bounds 
for F found previously. Bounds for the correlation 
functions will also yield bounds for the potentials 
of average force. 

Let us turn now to the question of finding bounds 
for the correlation functions. We demonstrate the 
analysis only for the two-particle function, the ex­
tension to higher functions being obvious. Using 
the first inequality of (1.13), together with the fact 
that 1 + fl2 = exp (- U /kT) ;:::: 0, we have 

G(XI - x2) = (1 + f12) V 2
-

NZ;1 

X f ft (1 + fll)IN -I(2, "', N) I): d3x. 

< (1 + f12)V
2
-
N
Z;1 J I N_I(2, "', N) * d

3
x. 

= (1 + jl2) (Z/ p). (2.10) 

To obtain a lower bound, we use the second in­
equality of (1.13) on the factor II (1 + fll), and the 
first inequality of (1.13) on the term fI3IN-I(2, •.. N) 
which arises from the former inequality. The result is 

G(XI - x2) > (1 + f12)(z/ p)[1 + .BIZ]. (2.11) 

The next bound, obtained by using the third in­
equality of (1.13) on II (1 + fl;) and the second 
inequality on II (1 + f2;), gives an improved de­
pendence on G on x, viz. 

G(XI - x2) < (1 + fI2)(Z/ p) 

X (1 + .BIZ + !(,BIZ)2 + zK(x»), (2.12) 

where 

As before, one can proceed to obtain better in­
equalities on G by using (1.13) repeatedly. The only 
unknown quantity in the inequalities is z, but the 
bounds on Z obtained before can be used. 

It is to be noticed that at each stage we explicitly 
take out the factor (1 + f12)' [We would take out 
the factor (1 + '12)(1 + '13)(1 + '23) for three par­
ticles, etc.]. This means that even for a very large 
potential, U, the corresponding bound on E [Eq. 
(2.7»), will be quite sensible. On the other hand, 
while our bounds on G may be good for small 
IXI - x21, they are incorrect asymptotically. From 
Eq. (2.4) we see that as x ---t (X) , G(x) ---t 1, but our 
bounds do not have this property. What happens, 
presumably, is that as we use higher inequalities in 
(1.13), G(x) gets better for larger and larger x, 
but is never correct at x = (X). Yet there is some 
advantage in this for, setting IXI - x2 1 = (X) in 
Eqs. (2.10) to (2.12), we obtain, respectively, 

p < z, p > z[1 + .BIZ), (2.14) 
p < z[1 + .BIZ + !.Bil] , 

and so on for higher inequalities. These latter bounds 
on z are similar to, but qualitatively different from 
the bounds [Eq. (1.37)J we obtained before. They are 
also not quite as good as the former bounds, but 
they have the advantage of making the integral in 
Eq. (1.43) easier to do. It is also clear that the 
bounds in Eq. (2.14) are more similar to the familiar 
standard Eq. (1.44). 

We conclude with the observation that one can 
obtain some integral inequalities for G. Unfortu­
nately, these cannot be inverted and still keep the 
sense of inequality. As an example, consider 

G(XI - x2) > (1 + f12) V2
-

NZ;1 

X J (1 + (N - 3)f13)IN - 1(2 ... N) IT d3x. 
3 

= (1 + 112)(;)[ 1 + p f f13G(X3 - X2) d3XaJ 

> (1 + fI2)(;) + z J f13G(X3 - x2) d3x3• (2.15) 

The last inequality was introduced merely to make 
the equation tractable by Fourier transforms. It is 
indeed a great pity that we are not permitted to 
invert Eq. (2.15). If we could do so [or if we ignore 
the question of bounds, and regard (2.15) simply 
as a good approximation to G], then we could obtain 
straightaway the Debye-Huckellaw for an electron 
gas. There would be no need for the usual tenuous 
assumptions about analytic continuation and con-
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vergence that plague the standard cluster integral 
treatment of the electron gas.s Equation (2.15) does 
have the advantage, however, that if we insert 
Eq. (2.10) into its right-hand side, we obtain 

G(XI - X2) > (1 + f12)(z/ p) [1 + (3IZ + zK(x»), (2.16) 

an equation that complements Eq. (2.12) above. 

m. MORE GENERAL POTENTIALS 

The methods we have presented fail unless U > o. 
If, on the other hand, U < 0 then all the inequalities 
in (1.13) become lower bounds, viz. 

Consequently, 

1 + f = exp (-U/kT) = (1 + r)(1 + r), (3.6) 

where 
r > 0, -1 < r < o. (3.7) 

One can now use (1.13) on (1 + f) and (1 + r) 
separately. The expansion of (1 + r) always gives 
an upper bound for z; therefore, one can only use 
combinations of (1.13) applied to (1 + t) thai 
likewise give upper bounds for z (i.e. the second, 
fourth, etc. inequalities). 

APPENDIX 

(U < 0), 

Let ai be a set of real numbers defined for j 
1,2, ... , M such that 0 ;::: aj ;::: -1 for all j. Let 

(3.1) f(s) be defined as 

etc. 
One could then carry through the same analysis 

as before and obtain a series of upper bounds for 
Z, F, E, and the correlation functions (but not for 
P and S). This case is a little different from the 
previous one in two important respects. 

(i) Each bound is valid for all p (i.e. Rn = ex> 

foralln). 
(ii) Since all terms are now positive, there are 

many more possible choices in the application of 
(1.13). For example, we can see without further 
ado, that if we truncate the series in Eq. (1.44) we 
obtain an upper bound for z, viz., 

L 

P < L: jbl (3.2) 
i=l 

for any L. 
The purely attractive potential, unfortunately, is 

not very interesting. For the mixed potential we 
can use the following decomposition: 

U(x) = U+ (x) + U- (x) , (3.3) 

U+(x) = U(x) if U(x) > 0, 

=0 if U(x) < 0, (3.4) 

U-(x) = U(x) if U(x) < 0, 

=0 if U(x) > O. (3.5) 

a H. L. Friedman, reference 2, Chap. 12. 

M M 

f(s) = II (1 + sa;) = L snKn( (a}), (AI) 
i=1 n-O 

where 

Kn({aj) = L: aa, ... aa., KI = 1. (A2) 
{al. all. ···.an) 

The summation in Eq. (A2) is over all distinct n­
tuples aI, ... , an' 

Theorem: 9 If 0 ~ s ~ 1 then 
L 

f(s) ~ L: snK,,({aj) , (A3) 
10-0 

where L is any integer from 0 to M, and where the 
> sign holds if L is odd, the < sign holds if L is even. 

Proof: The sum in Eq. (A3) is just the first L + 1 
terms in a Taylor series for f about s = O. Define 
Yn(s) = d"f/dsn

• By the remainder theorem for 
Taylor's series, the theorem will be proved if we 
can show that for all 0 < s < 1, YL+I(S) > 0 (L odd), 
YL+I(S) < 0 (L even). But a simple calculation shows 
that Yn(s) = n! f(s)Kn( (b}) where b; = a;(1 + sa;) -I. 
Since f(s) > 0 and b; < 0 for 0 < s < 1, the theorem 
is proved. 

Remark: There is no guarantee that the (L + 2)th 
partial sum gives a better bound for f than the Lth 
partial sum. It may very well be worse. 

9 Note Added in Proof. Professor P6lya has kindly pointed 
out to us that a slightly generalized version of this theorem 
is to be found in G. P61ya and G. Szego, Aufgaben und 
Lehrsiitze aus der Analysis (Springer Verlag, Berlin, 1954), 
2nd Ed., Vol. II, Chap. 5, Theorem 163, pp. 67 and 255. 
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The exact asymptotic form of the coefficients of some two-dimensional Ising-model series is derived. 
A preliminary comparison with some three-dimensional series suggests that the asymptotic nature 
of their coefficients is not inconsistent with the same analytic behavior. 

I. INTRODUCTION 

PRINCIPALLY through the pioneering work of 
Domb1 and co-workers, methods have been de­

veloped to compute a number of terms in a power­
series expansion of the partition function of the 
Is~ng model. With these results established, a great 
deal of effort has been spent in trying to predict 
critical points, and the behavior of thermodynamic 
functions near the critical point, for many lattices. 
This is usually accomplished by fitting the coeffi­
cients of the series to some functional form by 
various approximation techniques. A particular pre­
diction is generally supposed to be reasonable if 
the same technique gives close agreement with the 
known exact results for the two-dimensional model. 
Unfortunately one can never be certain of the 
validity of such predictions unless he knows the 
precise analytic form of the coefficients or, in other 
words, the solution of the problem. The recent work 
of Domb and Sykes2 and Baker3 would seem to 
indicate that the nature of the singularity in the 
magnetic susceptibility for both two- and three­
dimensional lattices is of the same mathematical 
form. One might expect that such similarities ought 
somehow to be hidden in the as yet unknown func­
tional form of the coefficients of the various series 
expansions. 

We shall derive exact asymptotic expressions for 
the coefficients of the series expansions of the known 
two-dimensional partition function, and spontaneous 
magnetization. The latter are obtainable through a 
well-known method of Darboux,' while the former 
can be found by the application of some powerful 
theorems of Hamy,5 based on Darboux's work. We 
then show that the coefficients of the series expansion 
for the three-dimensional simple cubic lattice ap-

1 C. Domb, Advan. Phys. 9, 149 (1960). 
2 C. Domb, and M. F. Sykes, Proc. Roy. Soc. (London) 

A240, 214 (1957). 
8 G. A. Baker, Phys. Rev. 124, 768 (1961). 
, M. G. Darboux, J. Math. 3, 377 (1878). 
6 M. Hamy, J. Math. 4, 203 (1908). 
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pear to exhibit a form not inconsistent with the same 
analytic behavior as that of the two-dimensional 
square lattice. Without too much work, we ex­
trapolate to a critical point in agreement with an 
analysis of Domb.6 

Such a result is highly suggestive. Indeed, if it 
could be shown that the three-dimensional partition 
function belongs to the same class of functions, in a 
sense to be defined, as does that the two-dimensional 
partition function (a conjecture which seems likely), 
the asymptotic behavior of the three-dimensional 
series could be established with certainty. The 
problem of predicting critical points from series 
expansions could then be regarded as solved. Further, 
if such a proof could be constructed, it might even 
be possible to predict some of the functions from 
which these expansions arose. Systematic methods 
for such predictions can be developed using a modifi­
cation of the theory of converging factors of Dingle7 

and Mueller.8 

We shall confine our analysis of the exact two­
dimensional results to the simple square lattice. The 
techniques may be applied with equal facility to 
other lattices. 

II. SPONTANEOUS MAGNETIZATION OF THE 
SQUARE LATTICE 

The spontaneous magnetization of the square 
lattice was found by Onsager and Kaufman,9 and 
Yang and Lee 10 to be 

M = [(1 + x2)(1 - 6x2 + x')tj(I - x2)2]1, (1) 

where x = exp (-2J /kT). J is a constant which 
measures the strength of the interaction between 
neighboring lattice points, and T is the temperature. 

S C. DomJ;> and ~. F. Syke~, Phil. M!1g. 2,733 (1957). 
7 R. B. Dmgle, Asymptotic ExpanslOns and Converging 

Factors," papers I-VI,.Proc. ~oy .. Soc. (London) A (1957). 
8 H. Mueller, theslS, Uruverslty of Western Australia 

(1959). 
g L. Onsager, Nuovo Cimento (Suppl. 2) 6, 216 (1949). 
10 C. N. Yang, Phys. Rev. 85, 808 (1952). 
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The corresponding series expansion given by Dombll 

is, up to the term in X
I8

, 

M = 1 - 2X4 - 8x6 
- 34x8 

- 152x1o 
- 714x12 

- 3472x14 
- 17318x16 

- 88048x18
• (2) 

We derive the asymptotic form of the coefficients 
of this series from Eq. (1) by a theorem of Darboux. 

Suppose that, on the circle of convergence, a 
function fez) has an algebraic singularity so that 

fez) = (z - aY¢(z) + if;(z) , (3) 

where ¢ and if; are two functions regular at z = a. 
Then Darboux has shown that the asymptotic form 
of the coefficients in the expansion of fez) can be 
obtained by substituting for its expansion that of 
¢(a)(z - a)k. Higher approximations may be ob­
tained by replacing fez) by 

[~ (z ~! ar ¢(rl(a) Jcz _ a)k, 

the error involved in stopping at the nth term being 
always of the order of lin times this term. 

Applying the theorem to the function M of Eq. (1), 
we write x2 

= Z, so that 

M = (1 - z)-!(1 + z)l(z - 3 + 2V2)1 

X (z - 3 - 2V2)1. (4) 

The nearest algebraic singularity to the origin, which 
gives the dominant contribution, is at z = 3 - 2 V2. 
Thus we take a = (3 - 2 V2), k = i and the 
theorem shows that, to first approximation, the 
asymptotic expansion of M is given by the ex­
pansion of 

M ~ [(z - (3 - 2V2))Jl[(1 - z)-i(l + z)l 

TABLE 1. Comparison between actual coefficients of the 
series expansion for M and Darboux first and 

second approximation. 

Order of co­
efficient of x, 

n 

6 
7 
8 
9 

Coefficient 
Darboux first Second 
approximation approximation 

670 
3 300 

16 550 
84 830 

700 
3410 

17 020 
86 620 

Actual 
coefficient 

714 
3 472 

17 318 
88 048 

of Eq. (2). The maximum possible error in the first 
approximation is of the order of lin times the ap­
proximant, while that of the second is O(1In2

). 

The values tabulated lie well within these limits. 
It is clear then that Darboux's method yields an 

asymptotic form of considerable numerical accuracy. 
However, it deals only with contributions from the 
dominant singularity. For our later comparison with 
three-dimensional series, it is desirable to try to 
estimate the form of contributions from less im­
portant singularities, lying outside the circle of con­
vergence and vanishingly small in numerical magni­
tude, with increasing order. The methods of Hamy 
which we use below throw some light on this problem. 

Ill. ASYMPTOTIC BEHAVIOR OF THE PARTITION 
FUNCTION OF THE SQUARE LATTICE 

The partition function in the absence of a mag­
netic field has been given by Onsager.ll In terms of 
a function A(l, x) it is 

In A(l, x) = In (1 + x2
) 

(8) 

(5) where 

We write 

(6) 

and expand [z - (3 - 2 V2)]i in a power series 
in z. The coefficients are then given, to first Darboux 
approximation, as 

a .. ~ (1OV2 - 12)1 

X [en - 9/8)!jn! (-1)!J(3 + 2V2)". (7) 

The values found from this first approximation, 
and the second approximation to the coefficients of 
z .. are compared in Table I with the exact coefficients 

11 L. Onsager, Phys. Rev. 65, 117 (1944). 

(liN) In (P.F.) = -!C In x + In A(l, x). (9) 

C is the coordination number of the lattice, which is 
4 for the square lattice. The variable kl is defined by 

kl = 4x(l - x2)/(l + xj2. (10) 

The series expansion in powers of x2 up to the term 
in X24 of the function A(l, x) was found by Domb 
to be 

In A(I, x) = X4 + 2x6 + -£x8 + 12x1o 

+ .!.p-X
12 + 130x14 

+ 490tx
16 + 1956jx18 + 8174tx20 

+ 35302x22 + 156777!x24 + ... . (11) 
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We integrate by parts once, and find 

In A(l, x) = in (1 + x2
) 

II 

+-.1 r"tf>~osCPdcp[(l_ kisin2 cpr! -1]. 
211" Jo sm cp (12) FIG. 1. Contour of the first 

kind. 

In order to determine the asymptotic behavior of 
the series expansion for In A (1, x) we first find the 
coefficient of (xz)" in the integrand of Eq. (12), for 
large n, and then integrate over tf>. Consider then 
the function 

fez) = f(x) = (1 - k~ sin2 
cpr! 

= (1 + z)2[(1 + Z)4 - 16z(1 - Z)2 sinz cprl. (13) 

The coefficients of the expansion of fez) may be 
found by the method of Darboux. However this 
deals only with contributions from the chief singu­
larity. We therefore appeal to some theorems of 
Hamy. 

The coefficient bn of zn in fez) may be written as 

where the integration is to be conducted along a 
closed contour around the origin in the complex z 
plane. 

A Theorem of Barny 

Definition. Contours of the first and third kind. 
Given a point a in the complex plane, and a 

contour BCD, the contour is defined as one of the 
first kind with respect to a if: 

1. The extremities B, D of the contour are at a 
greater distance from the origin than the point a. 

2. The line Oa intersects the contour at a single 
point or satisfies this condition after a suitable de­
formation. 

This is illustrated in Fig. 1. Consider the contour 
ab of Fig. 2. Suppose that all the points of the con­
tour are farther from the origin than a. Such a 
contour is one of the third kind with respect to a. 
Hamy also defines contours of the second kind, but 
these will not concern us. 

Theorem. Evaluation of 1= 1/21ri J F(z) z-(m+l) dz 
along a contour of the first kind. 

Let a be the singularity of F(z) closest to the origin. 
Suppose that a is separated from the origin and 
any other singularities of F(z) by finite distances, 
and that the contour does not include any singu­
larities of F(z) at a distance from the origin::::; JaJ. 
Further suppose that in the neighborhood of a, 
F(z) can be expanded as 

+oe: 
c 

B 

o 

( z)a, 
F(z) = tf>(z) + Al 1 - ;; 

( z)"' (z)a. + A2 1 -;; + ... + Ap 1 -;; "'1'(z) , (15) 

where tf>(z) is regular, and "'1'(z) finite in the neighbor­
hood of a. AI, A 2 , ••• A1' are constants, and ai > -1, 
i = 1, 2, 3, ... p, and the ai satisfy al < az < 
a3 '" < a v• Under these conditions, the expression 

Al (n - al - I)! + A2 (n - az - 1)! + ... (16) 
an (-al - l)!n! an (-a2 - l)!n! 

furnishes an asymptotic expansion for the integral 
I taken along a contour of the first kind with respect 
to a, in the sense that the ratio of successive terms 
is of the order of lin. 

Corollary 1. Consider the integral I along a closed 
contour which encircles the origin, and suppose that 
there are no branch points along the contour. Let a 
be that singUlarity of F(z) external to C, which lies 
closest to the origin. The contour may be deformed 
arbitrarily. In particular, take a contour DEAB of 
radius> Jal. The contour ABDE, Fig. (3), is clearly 
of the first kind with respect to a, and the expression 
(16) is applicable. 

Corollary 2. Suppose that the contour ABC is of 
the first kind with respect to two singular points, 
a and /3, equidistant from the origin. Let E be a 
point further from the origin than a or /3, Fig. 4. 
Then 

(17) 

FIG. 2. Contour of the third 
kind. 

o 
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D 

OLO CONTOUR 
NEW LDNTOUR 

FIG. 3. Illustration of Corollary 1. 

The paths ABE, EBC are of the first kind with 
respect to a and (3, respectively. The theorem must be 
applied to both points and the contributions added. 

Let us return now to Eqs. (13) and (14) and apply 
the theorem to the integral b". The singularities of 
fez) which we denote by z+, z+, z_, Z_ whert~ bars 
indicate complex conjugates, are 

z. = (1 - e2i ¥') 

± [(1 - 2e2.,,)2 - l]l; ph('/,) = t'll', (18) 

and since cp ~ 0, Iz+1 ~ ILl. The original contour 
may be distorted to obtain the new contour shown 
in Fig. 5. The chief contributions to the integral 
will be those from the singUlarities z_, Z_. Expanding 
fez) about z_ as indicated in Eq. (16), we obtain 

fez) = (z - Z_)-l{[(Z ~(~_) t 1-.-
+ (z - Z_)[1:.. f(z)(z - Z_)l] + ... } 

dz ._._ 

= ( 1 - z~rl Al + ... (19) 

+ higher terms, 

where 

Al = (-z_)-i[j(z)(z - z_)i] ••• _. (20) 

If we compare Eq. (19) with the expansions (14) 

c E 

+i., FIG. 4. Illustration of Corol-
lary 2. 

.-: FIG. 5. Contour 
for the evaluation 
of b ... 

and (15), we see that for large n the contribution to 
the integral from z_ is 

(n - t)! Al (21) 
( - t) ! n! (z_)" + ... . 

Substituting for (z_) from Eq. (18) we find 

Al = i(cos-l 1()(e2i
l() - 1)1. (22) 

The singularity z_ gives an analogous contribution 
with Al replaced in (21) by its conjugate. Then from 
both singularities, z_ and z_, the total contribution 
to b" for large n is 

(n - t)! 
b .. _ ~ 2 (_1.)1 1 

2 • n. 

{
i(l'¥, - 1)1 1 } 

Re t ,j., -()" + ... , cos 'f' z_ 

with 

(23) 

z_ = (1 - 2e2.,,) - [(1 - 2e2.,,)2 - 1]1, (24) 

and Re denotes the real part of the quantity in 
brackets. 

In precisely the same way, the contributions to 
b" from the singularities z+ and z+ are found to be 

2(n - t)! {(e
2i

" - 1)1 1 } (25) 
b,,+ ~ (_1.)1 1 Re t -C)"' 

2 • n. cos I() z+ 

The term in b .. + is vanishingly small compared with 
b,,_. However, we shall retain it for later comparison 
with a three dimensional series. 

We return again to the original integral Eq. (12) 
whose asymptotic expansion we set out to find. 
Summarizing briefly, the first step, i.e., the evalua­
tion of the coefficient for large n of (3r) in the ex­
pansion of (1 - M sin2 

I()-i has been completed, 
and is given by the sum of b,,_ and b,,+. It remains 
to carry out the integration over cpo SUbstituting b,,_ 
into the integrand of Eq. (12), the coefficient of 
(x2

)" for large n becomes 
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C,,_ ~ -11" cp ~os <P dq; 
211" 0 sm <P 

X (2(n - !) !) Re {i(e2i~ - l)t I}. (26) 
(-!)! n! cost <p (zS 

We change variables to w = r/"', so that Eq. (26) 
becomes 

(n - !)! V2 
Cn - ~ (_.1)1 !-

2 .n. 11" 

f e;. (w2 + 1)' In w rk 
Re •• w!(w2 

_ I)l{l - 2w2 
- [(1 - 2w2

)2 - I]!}"' 

The path of integration is along the unit semicircle 
in the upper half w plane. After rationalization of the 
denominator the integral may be written in the more 
convenient form 

Cn - ~ K Re Ie F(w)(?(w) dw, (27) 

where 

K = V2 (n - !)! 
11" (-!)!n!' 

F(w) = (In w)[w-1(w2 + 1)1(w2 
- 1)1], 

G(w) = (1 - 2(2
) + [(1 - 2W~2 - l]l. 

A Further Theorem of Harny 

(28) 

(29) 

(30) 

The integral (27) belongs to one of a special class 
dealt with by Hamy. He is concerned with the 
asymptotic evaluation of 

J = Ie F(w)G"(w) dw, (31) 

taken along a contour of the third kind, subject to 
the following restrictions: 

1. IG(w) 1 is not a maximum at one of the extremi­
ties of the contour. 

2. Nowhere along the contour is G(1)(w) equal to 
zero. 

3. IG(w)1 is a maximum at w = 'Y, and G(w) is 
analytic in the neighborhood of w = 'Y. 
Then, expanding F(w) in the vicinity of'Y as 

F(w) = (w - 'Y)P[B1 + B2(W - 'Y) 

+ B3(W - 'Y? + .,,], (32) 

it is shown that J is given by the asymptotic expan­
sion [Eq. (33)] in which the ratio of successive terms 
is again of the order of (lin); 

-2ri (G )P+1 n{ (n - ,8)! 
J ~ ( _ {3 _ I)! G(l) G B1 (n + I)! 

(33) 

We have used the abbreviation 

G, G(l), G(2) == G(-y), Gtll(-y) , G(2)(-y). (34) 

For further remarks on the applicability of the above 
expression, the original papers of Hamy should be 
consulated. 

Our integral [Eq. (27)] falls into this class, for 
with G(w) = (1 - 2(2

) + [(1 - 2(2
)2 - I]l, 

G(w) satisfies conditions (1), (2), and (3). Further, 
IG(w) 1 max = 3 + 2 V2 at w = 'Y where 'Y = 
eF ,. = i. Whence, expanding F(w) about w = i 
as indicated in Eq. (32), and applying the theorem, 
we find, after some algebra that 

(3 + 2V2)" (n - !)! i 
C,,_ ~Re (_.1)1 (_.1)1' _ ~ 

2' 2· n ·v2 

X (R 1 t 3' (n - !)! 
ea erm - 2~ (n + I)! 

X {i [~(1 + 2~2)J - 2~} + ... ). (35) 

The first term inside the bracket is real and there­
fore gives no contribution. Finally, we obtain 

C,,_ ~ (3 + 2V2r[~~~!!~:J 

+ (n - !)~n + 1) (O.571{ 1 + < o(~) J' (36) 

This is the asymptotic value of the coefficient of 
of (x2

)" in the expansion of In A(I, x) [Eq. (12)], 
The coefficients calculated from this first approxi­
mation are compared in Table II with the exact 

TABLE II. Comparison between coefficients of the series 
expansion for In ACl, x) and the asymptotic values. 

Order of coefficient 

7 
8 
9 

10 
11 
12 

Actual 
coefficient 

130 
490.25 

1 956.66 
8 174.2 

35 302 
156 777.5 

First 
approximation 

110 
423 

1784 
7 640 

33 600 
151 700 

values of Eq. (11). The maximum possible error in 
the calculated coefficients is theoretically of the 
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order of 2/n times the coefficient, and we see that 
these lie well within these limits. Application of 
precisely the same method yields a contribution from 
the two unimportant singularities of the original 
integral [Eq. (12)], of the form 

. _ /- .[(n - WJ' 1 
Cn +""'(3-2v2) (-!)lnl (n+l) 

X const [1 + O(~) ] . (37) 

In calculating higher-order coefficients numerically, 
such a contribution is completely insignificant, but 
nevertheless we assume that it exists. 

IV. SIMILARITY BETWEEN THE SQUARE AND 
CUBIC LATTICE SERIES FOR THE PARTITION 

FUNCTION 

A. High-Temperature Expansions in the Absence of 
a Magnetic Field 

At high temperatures x = exp (-2J /kT) -7 1, 
and the series expansions (2), (11) are of no use. 
However expansion of A(I, x) with respect to dif­
ferent variables will lead to series valid above the 
critical point. Thus A(I, x) may be expanded in 
terms of the variables u = (1 - x)/(1 + x) or 
t = (1 - x2

), to obtain series convergent at high 
temperatures. With a square lattice the high-tem­
perature expansion follows immediately from the 
low-temperature expansion by noting that the 
variable k~ = 16x(1 - x2)/(1 + X

2
)2 of Eq. (12) 

is invariant to the transformation U = (l-x)/(I+x). 
Thus, above the critical point, 

In A(I, x) = In t(1 + X)2 + U2(u). (38) 

The series U2 (u) is identical with Eq. (11), with u2 

replacing x2 as the expansion parameter. For the 
cubic lattice, Wakefield 12 gives 

In A(I, x) = In HI + ~)3 + Ua(U) , (39) 

where Ua(u) is the series 

Ua(u) = 3u
4 + 22u6 + (375/2)u8 + 2004u10 

+ (48267/2)UI2 + .... (40) 
From the relation 

(1/N) In P.F. = -tc In x + In A(1, x), 

he derives 

(41) 

+ (96537 /4)UI2 + .... (43) 

Wakefield has carried out a careful graphical analy­
sis of the series U3A (u) which behaves for higher 
terms as Ua(u) , and obtains for the coefficient an 
an asymptotic form 

an ~ const (20.9t/(2n - 1)(2n)(2n + 1). (44) 

His determination of the critical point of the cubic 
lattice is based entirely upon this approximation. 
The approximation (44) may be written in the now 
familiar form of the two-dimensional series for the 
high-temperature expansion of the partition func­
tion, Eq. (36), For if we write 

an ~ const (Clf/(n - t)(n + t)n, (45) 

remembering that for large n 

(n - t)!j(-t)!n! ~ 1/(7r1t)1, (46) 

it is tempting to conjecture that, by analogy with 
the two-dimensional series, the an's have the precise 
form 

[en - WJ2 1 n 

an ~ (const) (-t)! n! (n - t)(n + 1) (CI ) 

X (1 + n : ! + ... ). (47) 

In fact the form (46) does appear to describe the 
series Ua(u) with somewhat greater accuracy than 
that of Wakefield. 

Estimation of the Critical Point 

We have fitted the coefficients of Ua(u) to a form 
given by the first approximation of Eq. (46) by the 
reciprocal-difference formula of Thiele,13 and find 
for the constant C1 the value 20.6. This is to be 
compared with the value 20.9 of Wakefield. This 
value for the constant leads to a critical point at 
Uc = 1/20.6, i.e., Xc = 0.639. Surprisingly this is 
in precise agreement with the value determined by 
Domb14 using a different approach. 

B. Low-Temperature Expansions 

For the square lattice, the asymptotic form of the 
coefficients of In A(I, x) are given according to our 
analysis by Eqs. (36) and (37); 

(I/N) In P.F. = In 2 + U 3A(u) , 

where 
(42) an r-v (3 + 2V2r[~~;;!t~;T (n _ t~(~ + 1) 

U3A (U) = (3/2)u
2 + (15/4)u

4 + (45/2)u6 

+ (1503/8)u8 + (20 043/1O)u
IO 

12 A. J. Wakefield, Proc. Cambridge Phil. Soc. 47, 419, 
799 (1951). 

13 L. M. Milne-Thomson, The Calculus of Finite Difference 
(MacMillan and Company, Ltd., London, 1951), 1st Ed., 
p.104. 
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• 10 .[en - !) !J2 C2 

+ (3 - 2v 2) (-!)!nl (n + 1) 

X [ 1 + O(~) J (48) 

For the cubic lattice, Wakefield has derived the Iow­
temperature expansion of In A(I, x) as 

In A(l, x) = Z(x) = ;1.6 + 3x10 
- }X12 

+ 15xt4 
- 33x1

6 + (313/3)X '8 

- (561/2)x20 + 849x22 
- (9847/ 4)X24 

+ 7485x26 
- (45069/2)X 28 + '" . (49) 

Again, resorting to graphical analysis, he establishes 
that the coefficients an of Eq. (49) can be best ex­
pressed in the form 

an = (-It-II'" + /3". (50) 

He finds a best fit, by trial and error, for this two­
component series, which gives 

(-3.525),,(const) + (2.434)"(const). (51) 
a .. ....., (n - !)(n + !) (n - !)n(n + !) 
If we recall Eqs. (46), (36), and (37), the asymptotic 
form of the corresponding two-dimensional series is 

"-' (3 - 2 V2t( const) + (3 + 2 V2) 11 ( canst). (52) 
an n(n + 1) n(n - !)(n + 1) 

The similarity between the two cases seems at least 
remarkable, especially since Wakefield appears to 
obtain his results without any knowledge of the form 
of the two-dimensional expansion for In A(I, x). 

V. CONCLUSION 

We make the remark that most numerical methods 
for the determination of critical phenomena from 
three-dimensional lattice series are first tested by 
comparison with approximate estimations carried 
out on two-dimensional lattices with the same 
method. The behavior of thermodynamic functions 
of the two-dimensional lattices in the neighborhood 
of the critical points, and the points themselves, are 
known exactly. However as mentioned in the intro­
duction, it would seem that from a test of a given 
method using two-dimensional series, it is not 
really possible to draw any conclusions regarding the 
behavior of the three-dimensional series, unless in 
fact these do have the same form. 

From his recent numerical analysis of Ising model 
series, Baher3 draws the conclusion that the spon­
taneous magnetization for the single cubic, body­
centered cubic, and face-centered cubic lattices be­
have near the critical point as 

2 -2JlkT 
X = e . (53) 

If his conclusions are correct, they most strongly 
support our conjectures. For the two-dimensional 
square lattice we see [Eq. (5)J that the spontaneous 
magnetization behaves near the critical point as 
(x2 

- x;)i, and that this information alone is sufficient 
to determine the asymptotic form of the coefficients of 
the series expansion forM. 

We are aware that conjectures regarding the 
similarity in behavior of two- and three-dimensional 
Ising model series must be considered as tentative 
and very dangerous. However, keeping this in mind, 
the remarkable similarity which appears without any 
Hforcing" of the answer between the square- and 
cubic-lattice series surely warrants further investi­
gation. Such an investigation would necessarily re­
quire: 

1. A proof that the three-dimensional partition 
functions fall into the class of functions discussed 
by Hamy and Darboux. It could then be shown that 
the coefficients of the series expansions for the three­
dimensional model must be of Hamy-Darboux form. 
The critical point predictions of Domb could cer­
tainly then be regarded as highly accurate. 

2. One might try to develop a systematic method 
for fitting coefficients to the assumed Hamy-Darboux 
form via reciprocal differences (appropriate to series 
of the assumed form). 

3. A thorough investigation of all the known series 
to determine whether the coefficients can be fitted 
more satisfactorily with the Hamy-Darboux form 
than with techniques used so far. This is almost 
certainly so, but any conclusions without the pre­
condition (1) are not really justified. 

4. If these requirements can be satisfied, the 
question of predicting the functions from which the 
series arose might then be tackled. Knowledge of 
the exact asymptotic form for the two-dimensional 
series would provide a check on the reliability of 
such predictions. As mentioned in the introduction a 
modification of the theory of converging factors 
developed by Dingle7 may show some light on this 
problem. 
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A study is made of a particular system of coupled oscillators to determine how the amount of 
energy exchange and the recurrence time depend on the parameters of the system, and the accuracy 
with which these are predicted by the perturbation theory developed in part I of this series. The 
system consists of N + 1 particles, connected by springs which have a quadratic force term, the 
strength of which, Ai, can vary between different particles (Hdefects"). The equations of motion for 
the perfect chain (Ai = A) were solved on a computer for the cases N = 4, A = i, i, i; and N = 9, 
A = i; and supplemented by the previous calculations of Fermi, Pasta, and Ulam, in which N = 32, 
A = i, 1. The "energy" in the linear modes, ET!..t) = i(ak2 + wk2ak2), are determined from these 
computations and compared with the perturbation theory in the first paper of this series. As was 
found by Fermi, Pasta, and Ulam, when only El is initially excited, then only the first few modes 
acquire an appreciable amount of energy, after which nearly all the energy returns to the first mode 
in a time 7).. The second-order perturbation theory is found to give an accurate estimate (within 
15%) of both 7). and the amount of energy exchange for all the above cases, except N = 32, A = I, 
which requires higher-order analysis. It is shown that the nonergodic behavior of this system does 
not result simply from the incommensurability of the uncoupled frequencies I Wk J, but also from 
the particular form of mode interaction and the initial conditions used in all calculations, both of 
which affect the coupled frequency spectrum I ~h]. To alter the mode interaction a preliminary 
study is made of "imperfect" chains (variable A;), which directly couples low and high modes. It is 
found that either a large, or else systematic, variation of Ai is necessary to appreciably alter the non­
ergodic behavior of this system. A theoretical examination of the dependence of the coupled fre­
quencies {Ok J on the initial conditions shows that the ergodic behavior will, in general, be strongly 
dependent upon the initial conditions. 

MAY 1963 

I. INTRODUCTION 

I N the first paper of this seriesl (referred to here­
after as NOI), a study was made of the problems 

which arise in perturbation theories developed in 
powers of the coupling constant A. Alternative 
methods were examined in which the unknown 
coupled frequencies tUk(A)} were introduced ab initio. 
A perturbation scheme was then developed which 
determines the {Uk} in a way which appears to 
eliminate the appearance of small divisors. In the 
present study, this theory is applied to a particular 
system of coupled oscillators and compared with 
results obtained from computer solutions of the 
equations of motion. In addition, the theory will 
be used to examine the behavior of the system under 
conditions which are more general than those used 
for the computer calculations. The ultimate objective 
of such studies is to understand the role of coupling 
strengths, initial conditions, uncoupled frequencies 
{",d, and form of mode interaction on the behavior 
of this important class of systems. 

Pasta, and Ulam2 (FPU), and, in order to make use 
of their results, we will restrict our study to one 
of the nonlinear interactions used by them (cubic 
terms in the Hamiltonian). Using a chain of 32 
particles, they studied the case when, at t = 0, 
only the lowest linear mode was excited. Contrary 
to their expectations, the energy did not become 
distributed among a large number of modes, but 
only the first few modes became excited before the 
original situation was closely reproduced (corre­
sponding to a Poincare cycle). Their results, using 
the system of Eqs. (3), with Ai = A, are shown in 
Figs. 1 and 2. Moreover, they found that the quali­
tative features of these results were largely inde­
pendent of the type of nonlinear coupling (e.g., 
cubic, quartic, nonanalytic). FPU did not offer any 
explanation for this lack of ergodicity in the coupled 
systems, but recently FordS proposed an explanation 
of this phenomena. Ford noted that weakly coupled 
oscillators, whose uncoupled frequencies are "'~, will 
exchange energy periodically with a frequency 

In the present study we will examine the be­
havior of a one-dimensional chain of particles, con­
nected by nonlinear springs. A numerical analysis 
of such systems has been made previously by Fermi, 

1 E. A. Jackson, J. Math. Phys. 4, 551 (1963). 

(1) 

2 E. Fermi, J. Pasta, and S. Ulam, "Studies of Nonlinear 
Problems I," Los Alamos Scientific Laboratory Report 
LA-1940 (1955). 

a J. Ford, J. Math. Phys. 2, 387 (1961). 

686 
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where the appropriate integers {md depend on the 
form of the nonlinear interaction and N is the 
number of particles in the chain. Since none of the 
frequencies w(m) vanish identically in the FPU case, 
Ford concluded that the system should not be 
ergodic. However, the frequency w(m) is only signifi­
cant in the case of sufficiently weak coupling (as 
discussed in NOI). As will be shown in Sec. III, 
the cases studied by FPU do not belong in the 
category of weak coupling, so, while Ford's first 
observation is correct, it is not entirely relevant 
to the calculations of FPU or to any ca~e where N 
is sufficiently large. One of the objectives of the 
present study is to survey the behavior of such 
systems over a wider range of coupling constants 
and frequencies {wd by varying N. In this way we 
will cover the cases of both weak coupling (where 
Ford's analysis is relevant) and strong coupling (to 
test the modifications predicted by the present 
theory). In the latter case we will be primarily 
interested in comparing the "recurrence time" T).. 

(defined as the time required for the near recurrence 
of the initial conditions) with that predicted from 

N 

Q(m) = 2: mkQk(A) (2) 
k 

[i.e., T~ = 21r/Q(m)], and to see how it varies as A 
increases. If T).. increases when A increases, this would 
mean that the energy exchange would continue for a 
longer period of time when the coupling is stronger­
a feature which is presumably necessary, even if 
not sufficient, for ergodic behavior. Actually, what 
is found to occur for the particular initial condition 
discussed above, is that T).. decreases as A increases 
(Sec. IV). This behavior of T). will be shown to be 
dependent on the initial condition, and therefore is 
not necessarily a general feature of such systems 
(Sec. VI). 

Another important property of the perfect chain 
is that energy is only transmitted to the higher modes 
once the intermediary modes have become excited. 
In the case when only the lowest mode is initially 
excited, this property is obviously a dominant factor 
in how effectively the energy becomes distributed 
among the modes. To remove this property we con­
sider the effect of a variable coupling constant, Ai, 
in the nonlinear force acting between different 
particles. Such a "defective" chain directly couples 
various modes of the system, depending on the form 
of Ai' A preliminary study of the effectiveness of 
this coupling is given in Sec. V. 

The interesting advantages and difficulties of using 
the equations of motion of the action-angle variables 
for such studies is illustrated in Appendix B. 

40 00 

OJ, V21r 
120 .eo 

FIG. 1. The energy, E k, in the first four modes va periods 
of basic mode, as computed by Fermi, Pasta, and Ulam. 
Ak = 40kl, N = 32, A = i, E6 < 0.015, Ek < 5 X 10-1 

for k > 5. 

II. LINEAR CHAIN OF COUPLED OSCILLATORS 

The theory of NOI will now be applied to a 
particular class of systems which can be studied in 
some detail. We consider a linear chain of N + 1 
particles, all of the same mass, m, coupled by non­
linear springs, with the first and last particle held 
fixed. If the time is measured in units of (m/p,)t, 
where p, is the linear spring constant, then the 
equation of motion for the displacement, Xi, of the 
ith particle from its position of equilibrium 18 

Xi = (Xi+! + Xi - l - 2x,) + A.(Xi+l - X,)' 

- Ai-l(Xi - Xi_l)2 (i = 1, ... N - 1), (3a) 

xo(t) = XN(t) = O. (3b) 

The quantity P,Ai is the quadratic spring constant 

N 
o 

" " w 

FIG. 2. Same condition as in Fig. 1, except A = 1. 



                                                                                                                                    

688 E. ATLEE JACKSON 

for the spring between particle i and (i + 1), and 
allows for the possibility of "defects" in the nonlinear 
forces. The Hamiltonian of this system is 

N-l 

H = ! L: i;~ + (X i + 1 - Xi)2 
i"",Q 

N-l 

+ ! L: Ai(Xi+l - X.)3. (4) 
i-O 

Before proceeding to analyze this system, we may 
note that there are two possible limiting processes 
involving N ~ co. The finite string is obtained by 
setting J.I., m -t, and A all proportional to N, in which 
case the frequency spectrum (J.I./m)i times Wk of (7)] 
becomes discrete. This case has recently been studied 
in detail by Zabusky.4 The other possible limit (with 
J.I., m, and A constant) yields the infinite string, in 
which case the frequency spectrum becomes dense. 
It is only the latter system which is usually used in 
the study of irreversible processes, and this is the 
limit which we will be concerned with in the present 
study. 

We now define the normal modes, ak(t) by 

(2)! N 'k 
ak(t) = N t; Xi sin t; (k = 0, "', N), (5a) 

ak = 0(0 :2: k :2: N). 

We have extended the definition of ak for k > N 
and k < 0 in order to simplify the range of the sum­
mations below. Thus, in all sums involving ak, we 
shall leave the range of summation unspecified, 
always meaning by this, - co S k S co, unless 
otherwise specified. Using the relationship 

N • ihr . il'll" 1 L: sm -N sm N = 7jNOk_l , 
.-0 

Eq. (5a) can be inverted to yield 

(2)! ~ . ik'll" 
Xi = N 7' ak sm N ' (5b) 

which automatically satisfies (3b). SUbstituting (5b) 
into (44), one can put the transfonned Hamiltonian 
in the form 

H == Ho + AHl 

_ 1 ~ .2 + 2 2 + A ~ V 
- "2 L.....k Ok Wkak -3 L..... iklaiakal, 

ikl 

(6) 

where w. = 2 sin (k'll"/2N) , and V ikl is symmetric 
in the indices, so that the general equations of motion 
are 

(7) 

4 N. J. Zabusky, J. Math. Phys. 3, 1028 (1962). 

The coefficients of V ikl depend, of course, on the 
quantities Ai' In the case of the perfect chain 
(A; = A) one can show that (see Appendix A) 

+ (l ~ k) + (j ~ l), (8) 
where 

'Yik = (2N)-![W2i + W2k - W2U+kd (9) 

(note that 'Yik == 'Yi.2N-i-k), and OK is the usual 
Kronecker function (more commonly written OKO)' 
The brackets in (8) represent the repetition of the 
first two terms except for the indicated interchange 
of indices. Since the perfect chain is one of the most 
important cases, we shall give the equations of 
motion in detail: 

Aside from some simplifications and notational 
changes, these are the same equations used by Ford. 
The last group of terms in (10), the so-called 
Umklapp terms, do not playa significant role in the 
dynamics of the chain if only the low modes are 
excited. 

To obtain more coupling between the modes it is 
necessary to allow for defects in the nonlinear forces. 
Such defects, hopefully, represent impurities or some 
other imperfections which produce additional scatter­
ing of the linear modes. A particularly simple defect 
is Ai = 0i_.A, for some specific i; in other words, 
only one nonlinear spring in the system. One easily 
finds that, in this case, 

V . = 3(~)l[. (j(i + 1)'11") 
,kl • N sm N 

. ji'll"J -sm
N 

x [j ~ k I· [j ~ l], 
where the last two terms are the same as the first 
except for the indicated interchange. One can see 
that any mode j, for which ij is nearly a mUltiple of 
N, is only weakly coupled with any other mode. 
Thus, to have appreciable scattering, over and above 
the perfect coupling, it is necessary to make the 
variations in Ai more systematic. As an example, we 
shall consider . 

(11) 

where (Jo = 1. To determine V ikl now requires some 
analysis, which is done in Appendix A. The effects 
of these imperfections will be studied in Sec. V. 



                                                                                                                                    

NONLINEAR COUPLED OSCILLATORS. II 689 

III. SPECIAL SOLUTIONS 

In this section we will analyze the behavior of this 
system, and for simplicity, consider only those cases 
when the chain is initially at rest; 

OJ(O) = O. (12) 

The analysis will be based on the perturbation 
method developed in KOI, given by 

a j = aj cos Q;t - X r: G;(t, 'T) 

X [
aH

a1H - t xn-IJ.L;n)a;('T)] dr, 
Q. 1 n=l 

and 

f ~ cos Q;t[aHI - L xn-IJ.L;n)a;(t)] dt = 0, (14) 
_~ aa j 

where 

G(t ) = ", cos Q(m)t cos Q(m)r 
, ,'T £...J n2 ()2 . 

1m! .'j - Q m 
(15) 

The prime signifies that the terms Q(m) ±Qj 

are excluded from the sum. The corresponding equa­
tions in NOI have been simplified to obtain Eqs. 
(12-15) by using the second condition in Eq. (12) 
to drop all phase factors. The method of analysis 
consists simply in iterating Eqs. (13) and (14) in 
the explicit powers of X. 

As was discussed in NOI, the first iteration yields 

a}(t) = a; cos Qjt - tx L V;klakalCP 
kl 

X [Q~ - (Qk ± QI)2] cos (Qk ± QI)t, (16) 

where CP stands for the sum of all permutations in 
the signs (±). Because HI [Eq. (6)] is cubic} J.L;I) = 0, 
so that Qj = W; in this order. 

Before proceeding to higher orders it is instructive 
to consider some of the features of Eq. (16). Follow­
ing FPU, it is useful to consider the "energy of the 
jth mode,,,5 defined by 

E; = t(d~ + w~aD· (17) 

FPU found that if only Al is initially nonzero (so 
that initially only EI is nonzero), then only the 
first few E;'s become appreciable in magnitude before 
EI returns to essentially its initial value (Figs. 1 
and 2). Ford's explanation of this nonergodic be­
havior is based on an analysis which is apparently 

i Since we shall be largely concerned only with the be­
ha~or of the en!lrgies E I , one might expect that the use of 
actlOl!-angle varIl!-bles are most natura}. Unfortunately, the 
equations of motIOn for the angle variables present certain 
formal difficulties, discussed in Appendix B. 

equivalent to Eq. (16), with Q; = Wi' As Ford noted, 
all of the relevant frequencies w(m) which appear in 
Eq. (16) are nearly integer multiples of 2Wl - W2 

for sufficiently large N. Hence, the variations of E j 

are predicted, on the basis of this theory, to recur 
periodically with a period 

(18) 

In the study made by FPU, N and X are sufficiently 
large (N = 32, X = i; 1) for 'To to be a poor estimate 
of the recurrence time. Specifically, one finds 

where the first is obtained from Eq. (18) when 
N = 32, and the remaining two from Figs. 1 and 2 
(X = i; 1, respectively). The subscript on 70 signifies 
the theoretical recurrence time as X -+ 0, N fixed 
(as discussed in NOI). One can see that 'To differs 
by 150%-400% from the recurrence times found by 
FPU, so the FPU cases are not in the limit of weak 
coupling. For this reason, this low-order theory does 
not give an adequate explanation of the FPU results. 
In particular, it does not predict whether 'TA in­
creases or decreases as X is increased from zero. 
Presumably the exchange of energy between various 
modes will improve, and hence the system will 
become more "ergodic," if 'TA increases with X. Thus 
it is not possible to decide how well the linear modes 
will exchange energy if X is "large" (in the sense 
X > min (w(m)}, as discussed in NOI), using only 
the present results. It should be emphasized that 
this is not necessarily just a "qualitative" question 
for if all w(m) = 0 the recurrence time is entirely 
determined by higher orders (i.e., the "qualitative" 
difference is between an infinite and a finite period). 
Also, as can be seen from Ford's results, the pre­
dicted behavior of E 2 (t) and E 3 (t) does not even 
agree qualitatively with the FPU results (e.g., Ea is 
predicted to have three maxima within a time 'TA, 

whereas it has only two maxima in Fig. 1). In the 
following section we shall consider systems with 
various values of N and X, some of which are small 
enough for this lowest-order theory to be applicable, 
and others (including the FPU cases) which require 
higher orders. In following sections, we shall attempt 
to use the insight gained from the analysis of these 
cases to study more general initial conditions. 

We now consider the second-order theory. Using 
Eq. (16) one finds from Eq. (14) that 
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and O~ = w~ + A2}L~2) in this order. The additive 
correction to Eq. (16) is obtained from Eq. (13) 
and is given by 

al2
) = iX2 L: V jkl Vlmnakama.. 

I:lmn 

x O>'[Oi - (Om ± On)2rl[0; - (Om 

± 0" ± Ok)2rl cos (0 .. ± On ± Ok)t, (21) 

where the prime excludes those terms for which 
(0 .. ± 0" ± Ok)2 == O~. 

While Eqs. (16), (20), and (21), together with the 
initial conditions of Eq. (12), complete the analytical 
analysis, there remains a considerable amount of 
numerical analysis in order to compare this theory 
with the computer solutions of the equations of 
motion. The task which remains is to determine the 
(aj, OJ) from the initial conditions and the equations 
O~ = w~ + x2

}Ll2). Without reverting to further com­
puter calculations, this requires the use of certain 
approximations to the theory, to be discussed shortly. 
The analysis is considerably simpler in the case of a 
perfect chain, characterized by Eq. (8), because of 
the limited number of terms in the seriel'! of Eqs. 
(16), (20), and (21). We shall therefore consider this 
case first, and examine the imperfect chain in Sec. V. 

IV. THE PERFECT CHAIN 

In this section we will study the behavior of 
perfect chains subject to the initial conditions 

x.(O) = sin (i7f/N) , 

which is equivalent to 

(22) 

in Eq. (12). This also appears to be the initial condi­
tions used by FPU,6 and from their results we know 
that only the first few modes will be excited. As a 
matter of practical expediency we will therefore 
examine the behavior of only the first three modes 
and take aj = 0 for j ~ 4 (except in certain cases). 
This approximation is not particularly good in the 
FPU case, X = t, and fails entirely when A = 1, 
as can be judged from Figs. (1) and (2). Nonetheless, 
it turns out to be a sufficiently good approximation 
for our purposes. (Actually it is of some interest to 
see how well such approximations of the theory agree 
with the true behavior of the system.) 

A second simplification results from the fact that 
the frequencies Oem) in the denominators of Eqs. (16) 

6 They did not specify their initial conditions analytically, 
only verbally. Equation (22) differs from Ford's conclusion 
that Ai = 250 OJ -I, but is believed to be correct. 

and (21) are either "large" or "small" and hence, 
if one is interested only in the average behavior of 
aj(t), it is only necessary to keep the terms with 
small divisors. Having made these simplifications, 
one finds from Eqs. (16) and (21), 

cos (02 - Ol)t 
a l = al cos Olt - X V 112a la2 O~ _ (0

2 
_ 0

1
)2 

x [0; - (30 l )2r l cos (30 I t) 

+ X2ala;{ [Oi - (02 - 01)2r l 

X [0; - (202 - 01)2r l V 112 V123 

[(202)2 - O!r l [0; - (202 

01)2r l V134 V 224 } cos (202 - Ol)t. (23) 

We have not included any of the terms from Eq. (21) 
in al or a2 because of their relative magnitUde 
(another considerable simplification). 

We shall apply this relatively simple theory to a 
number of systems with different values of Nand A. 
In this way we will not only be able to check the 
theory over the range of weak to strong coupling, 
but also see what terms in the theory are necessary 
to explain the behavior of the system. 

Case N = 4 

In this case the third mode is never appreGiably 
excited for any value of A (the energy surface is 
only bounded if A :s 0.85 with the present initial 
conditions). We therefore take a3 = 0 in Eq. (23) 
and find that the energies, Eq. (17), are given by 

(EI(t» = ioiAi - (E2 (t», 

,2 4V2 
1\ al 112 • 2 1 n t 

(E2(t» = 80~1 sm 2"11 , (24) 

where Oi; = 0; + OJ - Oi+i and we have taken 
OJ ~ JOI ~ jWI in all the frequencies Oem) which are 
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FIG. 3. Energy in the first two modes for the case N = 4, Ai = Y2 ou, A = i, E3(t) ~ 0.01 (21r/w, = 8.2). 

not small. The brackets ( ) indicate that these are 
the values of E j average over a short time (,.-..,2·II/fl,). 
The constant a, is determined by the initial condi­
tions, Eq. (22) and Eq. (23). One finds 

(25) 

.' 

.. 

. ' 

Once flll is known, Eq. (25) gives a" which in turn 
determines the magnitude of the energy exchange 
between modes 1 and 2 [Eq. (24)]. The equations 
determining flj ~ Wj + (},.2 /2Wj)~}2) also contain 
a, so that these should be solved together with 
Eq. (25). Fortunately, OJ is less sensitive to the 
value of a1 than vice versa so we shall first solve 

FIG. 4. Energy in the first two modes for the case N = 4, A. = v'Zllkh A = t, Ea(/) ~ 0.0-1 (21r/Wl = 8.2'. 
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FIG. 5. Energy in the first two modes for the case N = 4, A.k = v'2 Okl, A = 1, E,::; 0.1 (2""/Wl = 8.2). 

for O,j, taking al = (N /2)\ and then correct al 

using Eq. (25). This approximation could obviously 
be improved, but it turns out to be unnecessary. 
Using Eq. (20) and the values of V ikl , Wj, and 
al = (N /2)1, one obtains the following equations 
for 0ii: 

0
11 

= 0.1166 + 0.030IA2 + 0.0~9X2 __ 0._09_6X
2 

"'ll 012 

For the present case, the equations of motion (3a) 
were solved on a computer for X = t, t, and!. The 
results are shown in Figs. (3-5). The two main prop­
erties of El and E2 are the recurrence time T. and 
the maximum amount of energy exchange (i.e., 
(E2 )max.). The oscillations which are observed on 
E 2 (t) in these figures comes from the fact that N 
is small. In that case the "small" and "large" divisors 
in Eq. (16) only differ by a factor of about 10, 

TABLE I. Comparison of theory with computed recurrence 
times and maximum energy exchange. 

Theoretical Theoretical 
A T. T. (E')max. (E 2 )m.x. 

0 54.1 0 
1/4 45.0 45.8 0.11 0.113 
1/2 34.0 36.7 0.23 0.220 
3/4 27.5 30.8 0.30 0.285 

so their neglection in Eq. (23) is only justified on 
the average. In Table I we compare the recurrence 
time T. = 2'11/011 and (E2)max. as obtained from 
Eqs. (26) and (24), with the results shown in 
Figs. 3-5. 

The accuracy of the present theory can be seen 
to be very good even for A = !. For A ;::: 0.85, the 
energy surface is unbounded, so A = ! represents a 
large distortion [the case A = 1 was run and El (t) 
indeed becomes unbounded shortly after one recur­
rence time]. The error in the theoretical values of 
T. are in the direction one would expect from the 
numerical approximations used in determining Oll 

[i.e., al = (!N)t]. 
While the present case is of limited interest, be­

cause N is small, it illustrates certain features which 
are common to systems with large N. The incom­
mensurability of the frequencies OJ (in particular, 011 ) 

is found to be enhanced by the coupling. This can 
be pictured as having two effects on the process of 
energy exchange between modes. First of all, the 
recurrence time T. is decreased as A increases, so 
that the time during which the second mode could 
transmit energy to the third is decreased. More­
over, from Eqs. (24) and (25), one sees that if 011 
increases with A, then (E2 )max' does not increase as A2

, 

so that the amount of energy exchanged is reduced. 
Both of these effects reduce the possibility of ex­
changing energy with the third mode, and thus make 
the coupled system very nonergodic. Of course, since 
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E~ 

30 

FIG. 6. Energy in modes for the case N = 9, A = i. 

N is small, the frequency 2Wl - W2 is not very small, 
so, on the basis of Ford's work, one would not expect 
an ergodic behavior. The point of importance here 
is that, not only is Ford's observation correct, but 
that the incommensurability becomes even more 
pronounced as X becomes large. 

CaseN=9 

The case N = 9 was run on a computer for X = 1, 
the results of which are shown in Fig. 6. The fre­
quencies are sufficiently commensurable in this case 
(because N is larger) for Ek(t) to be much more 
regular. Thus the expressions in Eq. (23) are not 
only accurate in the time-averaged sense, but also 
at each instant. To analyze this case we shall still 
approximate El and Ez by Eq. (24), but now examine 
the behavior of Ea(t) as predicted by Eq. (23). In 
the present case we will neglect the last term of as 
because a2 ~ 0.4 « al and the denominators of 
this term are relatively large compared to the other 
second-order term. One then finds from Eq. (23) 
the approximate result: 

Eg(t) = [32nir tx 4V;12 V;23a~n~i[0~; sin2 tOJ2 t 

+ (011 + 012)-2 sin2 t(Oll + 012)t 

- 20~;(01l + 012)-1 sin tOlzt 

X sin HOll + 012)t cos tOllt]. (27) 

The frequencies (011 , 0 12) which are needed are 
determined by Eq. (20), which can now be approxi-

mated by 

X V~kICP[O~ - (OJ ± Ok)2r1 (28) 

and all large divisors can now be ignored. To actually 
solve these equations we shall again make the rather 
crude approximation ak = (tN)t Ok-\, and then 
determine (Oil' 0 12, Ola, ... ) from the resulting 
coupled equations. When this is done one finds 

nil '" 0.0157, 012 ~ 0.0362, 013 ~ 0.0655. (29) 

Using this result one obtains a corrected value of at 

from Eq. (25), which is at = 1.88. Substituting these 
results into Eqs. (27) and (24), one obtains the 
predicted behavior of E l , E z, and Ea as shown in 
Fig. 7. The theoretical recurrence time of 400 com­
pares very favorably with the actual value of 380. 
The maximum of E2 varies between 0.15 and 0.14, 
compared with the theoretical value of 0.15. This 
variation in (Ez)max. probably results from the third 
term of az in Eq. (23), which has been ignored. The 
asymmetry in the theoretical curve for Ea comes 
from the fact that 0 12 ;;6 2011 in Eq. (29). On the 
other hand, this inequality is what causes the "tail" 
on Ea (near t = 400), which can be seen in Fig. 6. 
It should be noted also that if one replaces Oij by 
Wij = Wi + Wj - Wi+j, then, since Wt2 ~ 3WIl, one 
would expect Ea to have three maxima, as was 
found by Ford. The fact that there are only two 
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FIG. 7. Theoretical 
prediction of energy in 
modes when N = 9, 
A = 1. 

maxima is due to the shift in the frequencies which 
make D12 ~ 2Du. Thus a qualitative, as well as 
quantitative difference in the behavior of the energies 
results from the shift in frequencies. 

From these results it is clear that the second-order 
theory is quite adequate to explain the behavior of a 
"reasonable-sized" system. In passing it should be 
noted that the study of systems for which N is from 
5 to 10 should be sufficient to demonstrate all the 
essential properties of large systems. 

Case N = 32 

As N becomes larger, for a fixed value of A, the 
interaction between the normal modes becomes 
stronger. The cases calculated by FPU, which will 
be studied in this section, have sufficient interaction 
between the modes to require higher-order analysis 
in order to obtain a thoroughly accurate description 
of their calculations. This is particularly true of the 
case A = 1. We shall be contented here to use only 
the second-order theory and the numerical approxi­
mations developed above because, rather remark­
ably, they turn out to be reasonably good when 
A = t. In the case A = 1, no attempt will be made 
to reproduce the results shown in Fig. 2, except for 
an estimate of the recurrence time. 

Using the approximation aj = (tN)! OJ-I, one 
obtains the following approximate solution of Eq. 
(20) when A = t: 

DIl ~ 6.87 X 10-4
, 

1212 ~ 1.31 X 10-3
, 

DI3 ~ 2 X 10-3
• 

(30) 

This indicates a recurrence time of 2'1l/Dll = 

0.91 X lO\ compared with FPU's value of lO4. 
This agreement is better than might be expected 
considering the above approximation. Using the 

values (30) in (23), the initial conditions (22) yield 
the corrected values of aj: 

a3 ~ 0.22. (31) 

These should be understood to be only approximate 
solutions (accurate to about 2%, 10%, and 30%, 
respectively). To obtain these values it is necessary 
to consider also a4 and a5, so that the labor required 
to improve these values is considerable. Because of 
this lack in accuracy one can only expect a qualita­
tive agreement between the theoretical behavior of 
the Ek'S and FPU's results. 

To obtain even a reasonable reproduction of the 
curves in Fig. 1, it is necessary to improve on the 
expressions in Eqs. (24) and (27). Returning to 
Eq. (23), one obtains 

EI '" tD~{A~ + (B~ + 2A IBI ) sin2 tDllt 

+ (C~ + 2A1C1) sin2 
tD12t 

+ 2BI C1 cos !(D12 - Dll)tsin tDlltsin !DI2t}, (32) 

Ez ~ tD;{B;sinZ tDllt + C: sin2 tD12t + 2B2C2 

X cos !(D11 + D12)t sin tD11t X sin tDlzt}, 

where 

The corresponding expression for Ea is rather 
lengthy and will not be reproduced here. It should 
be noted, however, that the last term of a3 [Eq. (23)] 
now becomes significant. When Eqs. (30) and 
(31) are substituted into Eq. (32) one obtains the 
results shown in Fig. 8. Comparing this figure with 
Fig. 1, it is seen that there is excellent agreement 
between the maxima of the Ek'S and recurrence 
times, fair agreement between the minima, and 
qualitative agreement as to the all-over shapes of 
the E/s. Considering the numerical mutilations 
which have been perpetrated on the theory, the 
agreement is on the whole quite satisfactory. None­
theless, these results do not constitute a very 
critical check of the theory, which would require 
a more accurate computation. 

As a point of curiosity (since the approximations 
of the a/s is now extremely crude), the recurrence 
time for the case A = 1 was determined from the 
second-order theory. It is found that the theory 
yields D11 = 1.44 X lO-3, corresponding to a recur­
rence time of Tl = 4.36 X 103

• This compares very 
favorably with the actual value of TI = 5 X 103 
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obtained by FPU. This result indicates that im­
proving the estimates of the a;'s does not materially 
effect the values of Qjk , apparently because of com­
pensating errors. 

The results of ~his section testify to the correct 
ness of the basic arguments in NOI which led to the 
present theory. In particular, the present results 
show that the frequencies w(m) [Eq. (1)] are not 
relevant in determining the periodic behavior of 
coupled oscillators. ':Thus, the nonergodic behavior 
of this system does not arise from any singular 
property of w(m) but from at least two other proper­
ties. The first is the fact that the relevant frequencies 
Q(m), A) [Eq. (2)] tend to increase as A is increased. 
Thus, while the amount of energy exchange is in­
creased as A increases, the duration of this exchange 
decreases (compare Figs. 1, 2; and Figs. 3, 4, 5). 
This feature, which will be shown in Sec. VI to be 
dependent on the initial conditions, would not pre­
clude an ergodic behavior, except for the second 
property of this system. This property, which is 
inherent in all perfect chains, is that the energy is 
transmitted to the higher modes only via the inter­
mediary modes. This is the case quite independent 
of the form of the nonlinearity (cubic, quadratic, 
and probably even for nonanalytic interactions). 
The only way to remove this property is to introduce 
the imperfections discussed above. We shall there­
fore consider, in a preliminary fashion, the effects 
arising from such imperfections. 

v. THE IMPERFECT CHAIN· 

In the present section we shall present a pre­
liminary investigation of the effects due to imperfect 
coupling. To study these effects and make a com­
parison with the results of the last section, the equa­
tions of motion were solved on a computer using 
the initial conditions of Eq. (12) and N = 4. While 
admittedly the case N = 4 is of limited interest, 
the small amount of computer time required to run 
a case makes it an economical starting point. 

The first computation was made for the case 
where the energy was initially all in the first mode. 
In a perfect chain, the third mode would become 
appreciably excited only once the second mode had 
acquired considerable energy, for V 113 = O. To pro­
duce a direct coupling between modes 1 and 3, 
the coupling constants 

3 im7r 
Ai = A L: U m cos-

4 m-O 
(0'0 = 1) 

must contain nonvanishing components 0'1 or 0'3' 

This follows from the general expression for V 113 

FIG. 8. Theoretical prediction of energy in modes for the FPU 
case. N = 32, X = i. 

obtained in Appendix A. The values Ai were origi­
nally selected by the relationship 

Ai = 0.575 + 0.3 cos [t(i + 1)7r], 

which in terms of the present notation yields 

A = 0.425, 0'1 = 0.602, 0'2 = 0.146, 0'3 = 0.104. 

The average value of the coupling constant is 
3 

X = t L: Ai = !, 
i""'O 

so the present case should be compared with the 
case N = 4, A = ! of the last section. The results 
of the computations are shown in Fig. 9. It can be 
seen that this coupling has increased the energy 
exchange between modes 1 and 3 (compare with 
Fig. 4), and also the energy exchange to mode 
2. While the periodicity of Ek(t) has been some­
what disrupted, neither this effect nor the enhanced 
energy exchange produces anything that could be 
termed ergodic. 

A second case which was studied was for the 
initial condition 

(33) 

which, in a perfect chain, would not appreciably 
excite any other mode, because V221 = O. To couple 
mode 2 to mode 1 and 3, the defective coupling 

}. = 0.5, 0'1 = -0.088 = -0'3, 
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FIG. 9. Energy of modes in an imperfect chain which couples modes 1 and 3. hi = 0.575 + 0.3 cos [l(i + 1).-J, N == 4. 

(i.e., A, = 0.5 + 0.25 cos [Hi + l}1r]) was used. The 
result of this computation is shown in Fig. 10. While 
the energy exchange between modes 2 and 1 is 
quite complete, mode 3 does not become appre­
ciably excited. Moreover, the periodicity is very 

.& 

.5 

.4 

.. 

. 2 

o 

pronounced, even though the recurrence time is 
relatively long. 

These two samplings show that defective coupling, 
per se, need not produce an ergodic behavior even 
when it has an appropriate regularity. Apparently 

FIG. 10. Energy of modes in an imperfect chain which couples mode 2 to mode 1 and 3. h; = 0.5 + 0.25 cos [!(i + 1 ).-), N = 4. 



                                                                                                                                    

NONLINEAR COUPLED OSCILLATORS. II. 697 

the defects must also be sufficiently large. To esti­
mate the required magnitude of the defects, we shall 
consider systems with a large number of particles 
and fixed total energy (as N ~ CD). In keeping with 
the above calculations, we consider here the case 
where only a few modes are initially excited [of 
0(1)]. Under these conditions W is proportional to 
N-\ so alo must be of O(N) if Ho [Eq. (6)] is to remain 
constant as N ~ CD. If the system is to behave 
ergodically then presumably all a~l) must be of the 
same order [Eq. (16)]. For this to be true, all coeffi­
cients Vjlol[nj ± nk ± n /r i must be of the same 
order. If A is sufficiently small, and no (Wj ± Wlo ± WI) 
vanishes, then these divisors are either of O(N- i

) 

or O(N-a). Those coupling coefficients V jkl which 
are only connected to large divisors (V LD) must 
therefore be of 0(N2) times as large as V BD (those 
with small divisors). The V LD are those {Vjlozl for 
which j ± k ± l ~ 0, whereas V BD are those for 
which some j ± k ± l vanishes. Using the general 
expression (A5), one finds that V BD is of 0(uoN-7/2

), 

whereas V LD is of 0(umN-7/2
) for some integer m. 

We conclude that if all akl) are to be of the same 
order, then 

U m = U OO(N2) = O(NZ-Y, (34) 

since Uo 1. Moreover, Eq. (34) apparently must 
hold for linearly all" integers m because the number 
of V LD is of O(N) times the number of V BD. In the 
light of these results it is not surprising that the 
above computer results showed no appreciable 
enhancement of energy exchange. In those cases 
Iuml ~ !, whereas Eq. (34) shows that U m should be 
around 10 for the various a/s to be of the same order. 
It should be noted that such large values may lead 
to negative values of Ai, and even so, represents only 
a necessary but not sufficient condition for effective 
energy exchange among the modes. 

VI. MORE GENERAL EXCITATIONS 

All of the above computations were made for 
cases in which only one mode was initially excited. 
The fact that the system did not behave ergodically 
for this particular initial condition does not preclude 
the possibility of an ergodic behavior for other initial 
conditions (or at least a "nearly ergodic" behavior). 
Conversely, if the energy becomes distributed over 
the modes in one case, it may not do so in another 
case. To examine this problem we shall distinguish 
between two extreme cases, one of weak coupling 
(A ~ 0), and the case of strong coupling (A ~ CD). 
Moreover we shall be interested in the case when 
all modes are initially excited. From the statistical 

viewpoint this is of greatest interest since it corre­
sponds to the largest portion of the energy surface, 
in contrast to the above computations which examine 
only a small portion of this surface. 

To examine the weak coupling case, we consider 
a perfect chain for which N is very large but bounded. 
In that case Wj ~ j7r/N, except for j ~ N, and 
V jkl can be approximated by the expression (A5). 
The frequencies In;} are given by Eq. (28), which 
can now be written in the form 

,\2 2V2 
o + 1\ ai ii.2j 
.OJ ~Wj 16w2n .. , " 

(35) 

where the large divisors have been approximated, 
using n j ~ Wj (because A is small) and Wi; ~ 2wj+j 
(because N is large). While it is clear that the fre­
quencies {nj I depend on the initial conditions, 
through the a's it is not clear from Eq. (35) what 
this dependency might be. However, if A is small, 
the a/s may be approximated by the corresponding 
A/s. Also if none of the Wilo vanish then n llo ~ Wi. 
for small A. The question of how small A must be for 
this to be valid will be answered shortly. Using the 
approximation (A5), 

Vw ~ [8/(2N)i]Wjw.wl<P(Oj.1o.1)' 

Using these results, the bracket [] in Eq. (35) equals 

32 2 2(Wi+k Wli-lol) -W'Wlo - - . 
N' Wilo Wlolj-lol 

Because Wjlo ~ iWjWloWi+k, this bracket vanishes in 
this limit. While the approximations made here are 
somewhat crude, it seems very likely that the last 
term of Eq. (35) is less important than the second 
term if A is sufficiently small. Thus one obtains 

ni ~ Wj + (32A2/N)A~wj' 
This frequency shift, which can be represented as a 
decrease in the effective mass, is due to the exchange 
of energy from the mode j to the mode 2j, and then 
back to mode j. From this one finds 

+ (32A2/N)(A~Wi + A~Wi - A~+iWj+i)' (36) 

One of the main assumptions has been that njf ~ Wif 

(i.e., weak coupling), for which Eq. (36) now gives 
a criteria. In the FPU case, one finds that weak 
coupling corresponds to A « 0.1, compared with 
their values of 0.25 and 1. 
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Presumably, the system will behave in a more 
nearly ergodic fashion if the frequencies {Oi;} are 
smaller than the {Wi;}' Whether this is the case or 
not depends on the sign of the bracket ( ) in Eq. 
(36). If the low modes are predominately excited 
then Eq. (36) predicts that Oi; > Wi; (i.e., less 
commensurable), as was found in the above com­
putations. If initially the modes all have nearly the 
same energy (A; ,....., wil), then again Oi; > Wi;' 

On the other hand, if more energy is initially con­
centrated in the higher modes (e.g., A; ,....., j), then 
Eq. (36) predicts that Oi; < Wi;' This would indicate 
that there is more tendency for the energy to be 
concentrated in the lower modes in an ensemble of 
such systems (or presumably on a time average). 
It would be of considerable interest to see whether 
or not these systems actually have this preference 
when A is small. 

The case of strong coupling is, as would be ex­
pected, much more difficult to examine. If one starts 
from the basic physical model [Eq. (3)], and lets 
N ---+ co, with A fixed, then the frequencies Wk become 
commensurable and one obtains strong coupling. 
One also obtains an infinite number of equations 
determining the (Oi;' a;). A more tractable approach 
would be to take Eq. (6) as the basic physical model, 
and not assume any relationship between Wk, V jkl 

and N (i.e., allow these to be selected arbitrarily). 
In that case the Wk'S can be taken to be commensur­
able, while the V;kZ and N can be chosen in some 
convenient manner. By taking N small, the number 
of equations is reduced and there is some hope of 
analyzing the situation. We therefore consider the 
case when 

(37) 

and Vjkl is given by Eq. (8); but now Eq. (9) is 
not assumed to hold (i.e., the a;/s are arbitrary).7 
It will also be assumed that A is sufficiently small 
for fl; ~ W; »flkl (but not Oij = Wi; == 0). In this 
case Eqs. (35) and (16) determine the (a;, fl.;). 
In the present case it does not appear to be justified 
to set a; = A j , and hence they must be determined. 
As a particular example we take N = 4,7 in which 
case Eqs. (35) and (16) reduce to: 

Al = al - Wllala2 - W12a2aa, 

A2 = a2 - !Wl~la2 + iWl~~ - ~W2aa:, 

Aa = aa + lWl2ala2 - lW2aa~a, 

0 11 = !WilOlla~ - Wi2012(!a~ - ia~ + !a:), 

012 = i wil fll1a~ + W~2fl12(lai + ia~ - a:), (38) 

7 Calculations, based on this model, have been recently 
performed by Dr. J. Ford (private communication). 

where 

where W is given by Eq. (37). These equations are 
still sufficiently complicated to require considerable 
analysis. However, one can see that, except for the 
last terms of the second and third equations, these 
equations depend on the ratio of AI w, rather than 
on A or W alone. The exceptional terms arise from 
the so-called Umklapp terms, and are important 
only when the high modes are excited. Another 
feature which can be seen from Eq. (38) is that fl.; 
should be nearly proportional to A, and a; should 
be nearly independent of A. Once again the Umklapp 
terms are the exception to this result. It would be of 
some interest to see whether these predictions are 
borne out by computations, and to further check 
Eq. (38) against numerical solutions. 

VII. CONCLUSION 

The present study has shown the importance of 
the shifted frequencies in the determination of the 
behavior of coupled oscillators. The perturbation 
method developed in NOI was also found to be 
quite adequate, even in low order, for determining 
these frequencies. The confirmation of this per­
turbative method was, however, rather limited and 
further studies with different initial conditions would 
be of considerable interest. In addition to the agree­
ment between the theory and computer solutions, 
the theory indicates certain general features. One 
of the most important results is that the "near­
ergodic" behavior of such systems can be expected 
to be strongly dependent on initial conditions. In 
particular, the present analysis suggests that, for 
weak coupling, an ensemble composed of perfect 
coupled oscillators will tend to have their lower 
modes preferentially excited. Also the effects of im­
perfections on the gross properties of these systems 
appear to be small unless the imperfections are 
quite large. Thus the "speck of dust" should not 
substantially effect the recurrence properties of this 
system unless the recurrence time is sufficiently 
long. Further, judiciously selected computations 
should shed valuable light on these conclusions. 

APPENDIX A 

In this section we will derive the general expression 
for V;kI in the case of the imperfect chain, charac­
terized by the coupling constants of Eq. (11). Substi­
tuting Eq. (5b) into the Hamiltonian Eq. (4), one 
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obtains 

H = ! ~ d! + w~a~ + ;4 (~)! ~ Xi 

X [ ~ ak( -wZ sin i';; + W2k cos i';;) J ' (AI) 

where Wk = 2 sin (K1r/2N) has been used. 
Since Xi is in the form of Eq. (11), only the terms 

of the cubic term in Eq. (AI) which will survive 
after the summation on i are those proportional to 
cos (is1r/N). Collecting only these terms, the cubic 
term of Eq. (AI) yields 

(A2) 

where P stands for the sum of the three distinct 
permutations of (j, k, l) in the brackets { }. Multi­
plying Eq. (A2) by Xi, Eq. (11), and using trigono­
metric identities, one finds 

X N-I 

8 j~l ]; ajakalO"m(1 + Om)cp 

X [p{W~W~W2z[ cos ~ (j - k ± l ± m) 

- cos ~ (j + k ± l ± m)]} 

+ W2iW2kW2l cos ~ (l ± k ± j ± m)] , 
where CP represents the sum of all (four or eight) 
permutations of the signs (±). The term 0", can be 
dropped if one takes ±O (when m = 0) as two terms. 
Substituting this expression into Eq. (AI) and sum­
ming on i, one finds 

H = ! L a! + w~aZ +!X L Viklajakal, (A3) 
k ; .k.l 

where 

(A4) 

Since V;k/ is symmetric in the indices (j, k, l), 
Eqs. (A3) and (A4) are of the desired form [Eq. (6)]. 
The expression [Eq. (A4)] for V jkl can be simplified 
considerably. One useful simplification can be ob­
tained in the limit of large N, for, since Wk '" N- 1 

in this limit, Eq. (A4) reduces to 

X (Ol=k=i=m + OI=k=i=m=2N)' (A5) 

We will now indicate the method of simplifying 
Eq. (A4) for the case of a perfect chain (and very 
similarly for the imperfect chain). The bracket [ 1 
of Eq. (A4), when rearranged, can be put in the form 

- [P(W;WiW21) - W2iW2kW2z]0i+k+l-2N' (A6) 

Using the fact that Wk = 2 sin (k1r/2N) , together 
with simple trigonometric identities, the two brackets 
of Eq. (A6) reduce to 

4[W2i + W2k - W21 + W2(l-j) + W2(I-k) 

- W2(f+k) + W2(f+k-lJ], 

and 

respectively. Using the Kronecker functions in Eq. 
(A6), one obtains for Eq. (A6) , 

8(2N)iPl'Yik Oi+k-zl - 8(2N)!,YikOj+k+1-2N, (A7) 

where 'Yik is defined in Eq. (9). Substituting Eq. (A7) 
into Eq. (A4), and setting 0"0 = 1, one obtains 

V ikZ = Pl'YikOi+k-Z - hikOi+k+l-2N} , (A8) 

which is identical with Eq. (8). 

APPENDIX B 

There appear to be very few studies in which the 
equations of motion for the action-angle variables 
have been explicitly integrated to determine the 
behavior of coupled nonlinear oscillators. It is 
perhaps of some interest therefore to show, by means 
of a simple example, some of the disadvantages 
and advantages of this approach. 

In many of the examples studied above, the energy 
was largely confined to the first two modes, so we 
may expect that the Hamiltonian 

H ~ J + V (8JiJ2)! . 2 8 . = L...J nk k X 112 n2n SIn 1 SIn 82 
k=l .llil \lli2 

(Bl) 

should yield comparable results for the energies 
Ek = nkJk. We are interested in the slow (and 
large-scale) variations of J k , so we shall approximate 
H by its time averaged value 

Ii = t nkJk + tx V ll2 ~I (2f2)1 sin (281 - fJ2). 
k-I .'1 .'2 
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The equations of motion are therefore where 

j, = (X V112/Q,)(2/Q2)lJ,J~ cos (28, - (2), 

j2 = (X Vll2/Q,)(2Q2)-lJJ~ cos (28, - (2), 

and 

28, - 82 = 2 aB/aJ, - aB/aJ2 

= 20., - 0.2 + (X Vll2/Q,)(2/Q2)t 

(B2) 

X (J! - tJ;'J,) sin (28, - (2). (B3) 

Using the initial conditions [Eq. (33)]: 

a,(O) = (!N)l, a2(O) = 0, d,(O) = d2(0) = 0, 

and the relationships 

ak = (2Jk/Qk)' sin 8k, 

one finds for the initial conditions 

J,(O) = iNQ" 8,(0) = !1r, J 2 (0) = 0, (B4) 

but 82(0) is undetermined. To determine 82(0), one 
notes that add2 -? +0 as t -? 0, a2 is negative near 
t = 0, 82 > 0, and assuming continuity, one con­
cludes that 

(B5) 

Using these initial conditions, it might seem 
reasonable to approximate 28, - 82 by (20., - Q2)t 
(the phase factors cancel) and use only the Eqs. 
(B2), or equivalently setting X = 0, in Eq. (B3). 
However, because of the initial condition J 2 (0) = 0, 
the situation must be treated with more care. We 
shall assume instead that 

(B6) 

and:determine w in some low order of approximation. 
The reason this initial condition requires special 
care is that neither Eq. (B2) nor Eq. (B3) satisfy 
a Lipschitz condition at J 2 = 0, and, in fact, Eq. 
(B2) has two solutions satisfying Eq. (B4). These 
two solutions are: 

J,(t) = iNQ,; 

and, using Eq. (B6), 

J,(t) = iNQ, sech2 [a sin wtj, 

J 2(t) = iNQ, tanh2 [a sin wt], 
(B7) 

We see that J, and J 2 have periods 1r/w, so if we 
had taken OJ = 20., - 0.2 , the predicted periods of 
E, and E2 would have been one-half of the actual 
periods. To determine OJ we insert Eq. (B7) into 
Eq. (B3), expand and retain only the lowest-order 
terms in X (i.e., XO). Because of the term J;' '" X -', 
this is not equivalent to setting X = 0 in Eq. (B3). 
One finds by this method 

CB8) 

which now yields the correct periods for Ea(t) = 
O.Jk • If one expands the solutions of Eq. (B7), 
they are found to agree with our previous solutions 
[Eq. (24)], for the energies Ek(t). 

The principal advantage of this method is that 
one obtains the energies directly. Moreover, in the 
present simple case, Eqs. (B2) can be integrated 
exactly [however, not Eq. (B3)], giving a better 
idea of how the energy is exchanged when the 
coupling is strong. The principal disadvantages come 
from the singularity in Eq. (B3) at J 2 = 0, and the 
determination of Qk (i.e., the shift away from OJ.). 
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In previous papers of this series, a theory was constructed for the description of the statistical 
properties of the eigenvalUes of a random matrix of high order. This paper deduces from the same 
theoretical model the statistical behavior to be expected for a finite stretch of observed eigenvalues 
chosen out of a much longer stretch of unobserved ones. In comparing the model with experimental 
data, we have always to deal with such a finite stretch of observed levels. Three "statistics" are 
investigated; these are quantities which can be computed directly from the observed data, and for 
which the expectation values and statistical variances can be calculated from the theory. One sta­
tistic gives only a precise way of measuring the average level spacing. One provides a test of the 
model by measuring the degree of long-range order in the level series. The third provides an inde­
pendent test of the model by measuring the degree of short-range order. In Sec. V these methods are 
applied to a preliminary analysis of some experimental data on neutron capture levels in heavy 
nuclei. The results are inconclusive. Discrepancies between theory and observation are large, but the 
discrepancies might be produced either by incompleteness of the data or by incorrectness of the 
theoretical model. 

I. INTRODUCTION 

SUPPOSE that the energy levels of a complex 
system are observed in an interval of energy 

of length 2L, and are found at the positions [E I , 

E 2 , ••• , E .. ]. The statistical theory developed in a 
series of earlier papers! suggests the following 
hypothesis for the statistical behavior of the E j • 

There exists a mean-level-spacing D and a very 
large integer N such that 

E j = (ND/27r)Oj, j = 1, ... ,n. (1) 

The angles [01, ••• , Oil] are a section of a longer 
series [01, ••• , ON]' The [01, ••• , ON] are distributed 
on the whole circle 0 ~ OJ ~ 27r with the probability 
distribution 

QN(OI, ... , ON) = eN II !e'9; - e'8;1. (2) 
'i<i 

The [01, ••• , Oil] are the subset of [01, ••• , ON] con­
tained in a randomly chosen arc of angular length 

2a = (47rL/N D), (3) 

the remaining OJ which lie outside this arc being 
unobserved. 

The purpose of the present paper is to calculate 
various properties of the observed level-series which 
follow from this hypothesis. In I, II, and III, a 
number of consequences were deduced from Eq. (2) 
concerning the statistical properties of the com­
plete series of angles [01, ••• , ON]' Experimental data 

• On leave of absence from Tata Institute of Fundamental 
Research, Bombay, India. 

1 F. J. Dyson, J. Math. Phys. 3, 140, 157, 166 (1962); 
hereafter referred to as I, II, III, respectively. 

is always restricted to a partial series [01, ••• , 0 .. ]. 
For the analysis of experiments, it is essential to 
study the properties of partial series. The calcula­
tions will be made under the conditions 

l«n«N. (4) 

That is to say, the number n of observed levels is 
large enough to be described in statistical terms, 
but is still very small compared with the number of 
unobserved levels. 

The method of procedure is to search for con­
venient statistics of the observed level series. The 
word "statistic" is here used in the technical sense 
customary among statisticians. A "statistic" is a 
number W which can be computed from an observed 
sequence of levels alone without other information, 
and for which the average value (W) and the 
variance 

(5) 

are known from the theoretical model. A convenient 
statistic should satisfy two conditions: (i) the com­
putation of W from the observed data should be 
simple, and (ii) the theoretical figure of merit 

~w = [V w/(wy] (6) 

should be as small as possible. This ~w is the mean­
square fractional deviation which is to be expected 
between the observed Wand the theoretical (W), 
if the theoretical model is a valid one. 

A statistic may serve either of two purposes. If 
(W) involves some unknown parameter contained 
in the theoretical model, then W provides a measure-

701 
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ment of this parameter with fractional error pro­
portional to 4>tv. If (W) is independent of parameters, 
then W provides a test of the theory. In the second 
case, the theory has clearly failed if (W - (W»2 
is found to be much larger than V w. 

In the theoretical model described above, there 
is only one parameter, namely the "ideal level­
spacing" D. The integer N is not an effective param­
eter, since all properties of the model become inde­
pendent of N as N -+ 00. In the analysis of observa­
tions, one needs only one statistic to measure D, 
and any additional statistics will provide tests of 
the model. 

In practice one often has level series which are 
mixtures of two or more superimposed series with 
different values of angular momentum and parity. 
For the analysis of such series one must consider a 
generalized theoretical model. The generalized model 
consists of m uncorrelated level series superimposed 
on the same interval of length 2L, their theoretical 
level spacings being [DI , •.. , Dml. This generalized 
model contains m free parameters D w It is more 
convenient to take for the parameters the overall 
mean level-spacing 

(7) 

and the fractions 

L I~ = 1, (8) 

I~ being the proportion of levels belonging to the 
JLth series. 

When one is dealing with a double series (m = 2), 
it is possible with two statistics to measure D and 
II = 1 - f2' and with a third statistic to obtain a 
meaningful test of the model. When the series is 
multiple (m > 2), the information that can be ob­
tained in this way is necessarily more fragmentary. 

The following three sections (II-IV) are devoted 
to a detailed examination of the theoretical properties 
of three types of statistic. Finally, in Sec. V, the 
practical use of this analysis will be illustrated by a 
preliminary comparison of theory with observation 
in the case of series of neutron capture levels in 
heavy nuclei. 

II. LINEAR STATISTICS 

The simplest statistie for the measurement of D is 

(9) 

This is one of a general class of linear statistics 
n 

W = L t(E;) , (10) 
i=1 

(W) = D-I L: f(x) dx, (11) 

where I(x) is any function defined on the interval 
[-L, + L], the zero of energy being for convenience 
chosen at the center of the observed interval. The 
special function f(x) = 1 gives the statistic (9). 
The mean values (9) and (11) hold both for simple 
and multiple level series. 

The variance of W for a single level series is 
(LID) 

V w = If f(Du)f(Dv) 
-(LID) 

x [o(u - v) - Y2(U - v)l du dv, (12) 

where Y 2 is the two-level cluster function given by 
Eq. (III, 51). Let rf>(t) be the Fourier transform of 
f(x) defined by 

f(x) = L: rf>(t) exp [21lixt] dt, (13) 

rf>(t) = L: f(x) exp [-21lixtl dx. (14) 

Then Eq. (III, 14) gives 

V w = D- I L: rf>(t)rf>( - t)[1 - b(Dt)] dt, (15) 

with b(k) given by Eq. (III, 56). 
The function rf>(t) is large only for values of t 

of the order L-I
• Provided that f(x) is a smooth 

function, the whole of the integral (15) will come 
from values of t of this order, and so the approxi­
mation 

b(k) = 1 - 2 Ikl (16) 

may be used with an error of order (D/2L) = n-1
• 

Terms of order n -1 will always be neglected. Thus 
for smooth I(x), Eq. (15) becomes 

Vw = 2 L: rf>(t)rf>(-t) It I dt (17) 

L 

= - ;2 If f'(x)f'(y) log Ix - yl dx dy. (18) 
-L 

Observe that these expressions are now independent 
of D. Equation (17) may be used whenever the 
integral converges, and Eq. (18) whenever I(x) is 
differentiable. However, neither expression applies 
when I(x) = 1, because of the discontinuities at the 
end points. 

When I(x) = 1, Eq. (14) gives 

rf>{t) = [sin (2'nLt)/(7rt»), (19) 
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and Eq. (17) diverges. In this case it is necessary 
to go back to the exact Eq. (15). The integral (15) 
may be split into the two parts It I < 1/ and It I > 1/, 

where 

(20) 

In the part It I < 1/ we use the exact Eq. (19) for cpU) 
and the approximation (16) for b(k). In the part 
It I > 1/ we use Eq. (III, 74). Eq. (15) then gives 

V" = (2/11'~ [In (21m) + 1 + 'Y - (1I'2/S)], (21) 

where the n in the logarithm means the expectation­
value (n) = (2L/D). The figure of merit for the 
statistic n is 

Equation (21) shows that the statistical fluctuation 
of n is in practice very small. For example, when 
n = 100, V" = 1.4, and so D is measured to 1% ac­
curacy by the simple statistic (2L/n). Eq. (21) con­
firms and makes more precise the result obtained in 
Eq. (II, 112). 

Although the variance of n is in practice small, 
it is clear from Eq. (IS) that n is not the best statistic 
for measuring D. If we write 

f(x) = g(x/L) , (23) 

which has the variance 

Vw = !, (2S) 

and the figure of merit 

<l>w = (S/1I'2n2
). (29) 

Eq. (2S) shows that the average number of levels 
in an interval of length 2L, namely 

(n) = (2L/D) = (4/1I')(W) , (30) 

can be measured with an absolute mean-square error 
less than one unit, using the statistic (4 W /11') with 
W given by Eq. (27). If we used for (n) the statistic 
n, we would have a larger error given by the square 
root of Eq. (21). The fact that (n) is measurable 
to within one unit in an interval of arbitrary length 
is an indication of the essentially crystalline character 
of the level series. 

In the case of a multiple level series, the variance 
of a linear statistic is the sum of the variances com­
puted for the individual series. Thus Eq. (21) 
becomes 

2m [ 2J Vn = 7 log (21m) + 1 + 'Y - ; 

2 m 

+ 2 L log f~, (31) 
11' 1 

where g(u) is a smooth function defined for while Eq. (2S) becomes simply 
(-1 < u < + 1), then Eq. (IS) is a pure number, 
independent of D and L. Hence V w < V" for large n. 
In other words, any smooth function g(u) gives a 
more precise measurement of D than n does, pro­
vided n is large enough. Quantitatively, the figure 
of merit for the statistic W is 

4 fIC g'(x)g'(y) log Ix - yl dx dyJ 
<l>w = 1I'2n2 { 1 }2 . (24) 

L1 g'(x)x dx 

It is of some interest to determine from Eq. (24) 
the best possible function g(u). By taking a variation 
of Eq. (24), we find that the optimum g'(u) satisfies 
the integral equation 

{1 g'(Y) log Ix - yl dy = x, (25) 

which has the solution 

g(x) = (1/11')(1 - x2)!. (26) 

The optimum statistic is 
n 

W = L [1 - (E;/LYJi , (W) = (1I'L/2D) , (27) 
;-1 

Vw = !m, (32) 

m being the number of independent series. Thus a 
rare series contributes as much as a dense series 
to the error in measurement of D. This effect of a 
rare series may be of some practical importance, 
for example, when a few p-wave levels are mixed 
into a series of neutron-capture levels which are 
predominantly 8 wave. The effect will be even worse 
than is indicated by Eq. (32), because in practice 
not all the levels in the p-waveseries will be ob­
served. 

III. LEAST-SQUARE STATISTICS 

It is customary2 to represent the experimental 
level distributions graphically by a plot of N (E) 
against E, where N(E) is the number of levels 
having energy between zero and E. The resulting 
graphs are in appearance like staircases, and the 
staircase gives a good visual impression of the over-

2 J. Rainwater, Handbuch der Physik, edited by S. Fliigge 
(Springer-Verlag, Berlin, 1957), Vol. 40; T. Ericson, Phil. 
Mag. Suppl. 9, No. 36, 425 (1960); see also references 4 
and 6 below. 
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all regularity of the level series. It is customary to 
measure the average level spacing by drawing a 
line having the same average slope as the staircase. 
Fluctuations in the level series then appear as 
deviations of the staircase from the straight line. 

The aim of this section is to make a quantitative 
study of this "staircase" method of analysis of data, 
and to find out precisely what can be learned from it. 
It should be possible to construct, from the devia­
tions between the staircase and the straight line, 
a statistic which will serve to test whether the 
overall irregularity of the observed level series is in 
agreement with the theoretical model or not. 

It is convenient to take the observed energy in­
terval as [-L, +Lj, with zero in the center. For 
negative E, N(E) is defined as minus the number of 
levels between E and zero. The problem is to analyze 
the deviation of the staircase graph 

y = N(E) 

from a suitably chosen straight line 

y = AE + B. 

(33) 

(34) 

A suitable method of analysis is to fit Eq. (34) to (33) 
by a least-squares criterion. The mean-square devia­
tion of Eq. (33) from the best fit (34) is 

A = ~~n {2~ L: [N(E) - AE - Bj2 dE}' (35) 

We choose this A as the statistic which measures 
the irregUlarity of the level series. 

We consider three possible ways of fitting the 
straight line to the staircase, which give rise to three 
different statistics AI, A2 , Aa. For Al we assume 
B = 0, so that the line is constrained to pass through 
the fixed point y = N(E) = E = 0 at the center 
of the interval, only the slope A being fitted to the 
data. Eq. (35) then gives 

1 fL 
Al = 2L -L [n(E)r~ dE 

- ~4 [L: n(E)E dE J, (36) 

neE) = N(E) - (E/D). (37) 

For A2 we assume that the line is constrained to 
pass through the fixed point y = N( - L), E = - L 
at the lower end of the observed interval. Then 

A2 = ~ fL [n'(E)j2 dE 
2L -L 

- 16~4 [L: n'(E)(E + L) dE J, (38) 

n'(E) = N(E) - N( -L) - [(E + L)/Dj. (39) 

For Aa we leave the line unconstrained so that the 
parameters A, B may vary independently. This 
gives 

Aa = Al - 4i2 [L: neE) dE J, (40) 

or equivalently 

Aa = A2 - 16~/ [L: n'(E)(E - !L) dE J. (41) 

The reason for considering the unsymmetrical 
statistic A2 is that the fitting of data in the pase 
has usually been done in this way, with the line 
forced to pass through the lower end point of the 
staircase. Al was considered in order to see whether 
a symmetric fitting would give a more useful 
statistic. Unexpectedly it turns out that Al is 
statistically much more unreliable than A2• On 
general grounds one would expect Aa to be more 
informative than either Al or A2 • In fact, the superi­
orityof Aa is greater than one would naively suppose. 
The additional labor of making a 2-parameter fit 
to determine Aa is very much worthwhile. 

The first step in the theoretical analysis is to 
calculate expectation values for AI, A2, Aa. If k 
is any nonzero integer, we write 

N 

Pk = L exp (ik()j), (42) 
;-1 

and then by Eq. (III, 14), 

(PiP-I) = N «5kl (1 - b(k/N». (43) 

When k is small compared with N, the approximation 
(16) holds, and so 

Ikl «N. (44) 

We can express AI, A2 , Aa in terms of the P as 
follows, using Eqs. (36), (40), and (41): k 

Aa = Va - (3/41}) (Ra) 2 
, (45) 

Al = Aa + (1/4L ~(RI)2, (46) 

A2 = Aa + (9/16L4
) (R2? , 

V - _1_ " "PkP-1 
a - 1&r2L2 L... L...1Zl 

X [2Llf(k - "C) - If(k)lf(-"C)), 

R 1" Pk a = 41r2 L... k Alf(k), 

R 1" Pk 
I = 2ri L... k (2L - If(k)) , 

(47) 

(48) 

(49) 

(50) 
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R2 = - 4!2 L ~k [ 111/t(k) + 2~L square deviations is roughly to replace n by (In n). 
This illustrates how dramatically nonrandom an 
energy-level series really is. 

X (1/t(k) - 2L exp (2~';)) J. (51) In order to make practical use of the statistics 

We have used the notations 

1/t(k) = ,p(k/ND), (52) 
111/t(k) = !ND(1/t(k + 1) - 1/t(k - 1», 

with ,pet) defined by Eq. (19). The sums over k and 1 
always extend over integer values excluding zero. 
The expectation values of 111, 112 and 113 can now 
be evaluated by means of Eqs. (43), (44) and (III, 
74). The results are 

2 [ 11"2 3J (111) = 11"2 In (11"1/,) + 'Y - 8" - 8" ' (53) 

5 [ 11"2 21J (112 ) = 411"2 In (211"1/,) + 'Y - 8" - 20 ' (54) 

1 [ 2 5J (113) = 11"2 In (211"1/,) + 'Y - ~ - 4 . (55) 

Putting in the numerical values of the constants, 
we find 

(111) = (2/1I"~[ln n + 0.1132], (56) 

(112) = (5/411"2) [In n + 0.1313], (57) 

(113) = (1/1I"2)[ln n - 0.0687]. (58) 

The mean-square deviations (56)-(58) are in all 
practical cases extraordinarily small. For example, 
in a series of 100 observed levels we have (112 ) < 0.6, 
(113) < t. This means that the deviation of the stair­
case graph from a straight line is almost always 
less than one unit. The theory predicts that level 
series should be spaced with an extremely high 
degree of regularity. 

To emphasize the strong tendency toward regular 
spacing of energy levels, it is interesting to contrast 
the results (56)-(58) with the corresponding mean­
square deviations which would be expected for a 
completely random sequence of numbers. For n 
numbers distributed at random in the interval 
[-L, + L], the expected mean-square deviations 
are given by 

(111)R = (3/20)n, 

(112)R = (1/10)n, 

(113)R = (1/15)n. 

(59) 

(60) 

(61) 

In going from a sequence of random numbers to a 
sequence of energy levels, the effect on the mean-

11 1 , 112 , or 113, we need to know their theoretical 
variances. To calculate 

(62) 

it is necessary to multiply out the expressions (48) 
and (49) and to evaluate expectation values of 
products of four Pk' It happens very fortunately 
that in this problem the approximation 

(PkP-IPmP-p) = 4 Ikml OklOmp 

+ 4 Ikll OkpOlm + 4 Ikpl Ok.-mOI.-p (63) 

can be used, the error being of the relative order 
(l/n). Mter some heavy algebra, we find the result 

V = 1.. [411"2 + lJ = 1.1690 (64) 
A3 11"4 45 24 11"4, 

a pure number independent of nand D. According 
to Eq. (6), the figure of merit of the statistic 113 is 
then 

(65) 

The statistical fluctuations of 113 are expected to be 
of the order of (In n)-1(113 ). This means that 113 
is a good enough statistic to provide a meaningful 
test of the theory. 

The behavior of 111 and 112 is rather different. 
Consider for example the variance of 111, Eq. (46) 
gives for this quantity 

VAl = V Aa + (1/2L2
) [(113R~) - (l1a)(R~)] 

+ (1/16L4)[(R1) - (R~)2]. (66) 

Now Eq. (50) shows RI to be a linear combination 
of the Pk, and Eq. (63) shows that the Pk behave like 
independent Gaussian variables so far as their 
second and fourth moments are concerned. Therefore 
RI behaves like a Gaussian variable, and 

(R~) = 3(R~)2 = (48L4/1I"4)(ln nY. (67) 

It can be shown by a detailed examination that the 
use of Eq. (63) is justified in this context so long 
as terms of relative order (In n)-l are neglected. 
Thus Eq. (67) holds with an error of order (In n). 
Since V Aa is of order unity, the second term in Eq. 
(66) can be at most of order (In n). Therefore Eqs. 
(66) and (67) give to the leading order in (In n), 

V Al = (2/1I"4)(ln n)2, (68) 
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and the figure of merit for .Ill is 

(69) 

By exactly the same argument, since R2 in Eq. (47) 
is also a linear combination of the Pk, we find 

(m) = (16L8/277r4)(ln n)2, (70) 

V.<12 = (1/87r4)(In n)2, (71) 

<I>.<12 = (2/25) = 0.08, (72) 

again neglecting terms of relative order (In n)-l. 
In this case, because the numerical coefficient of 
Eq. (71) is so small, the neglected terms may be 
comparable with those retained when (In n) is of 
the order of 4 or 5. Thus Eqs. (71) and (72) are rather 
unreliable in contrast to Eqs. (64) and (65) which 
have errors controlled to order (l/n). 

Summarizing the foregoing results, we may say 
that .Ill is useless as a practical statistic, since its 
statistical scatter is of the same order as its mean 
value. With d 2 the situation is much improved, 
since the figure of merit is of the order of 0.1, and 
the scatter is only of the order of t of the mean 
value. However, the theoretical calculation of the 
variance of d 2 is quite inaccurate. The statistic d 3 

is to be preferred to .Ill and d 2 for two reasons: first 
because it has a somewhat smaller variance than d 2 , 

and second because the variance of d 3 is much more 
accurately known. 

The statistical properties of .Ill, d 2 and d 3 may be 
understood more easily in terms of a simple mathe­
matical model. Let Zo, Zl, ... , z" be (n + 1) inde­
pendent Gaussian random variables with mean zero 
and variance (1/7r2

). Then d a has statistical behavior 
similar to that of the quantity 

n 

ra = L rlz~. (73) 
i=1 

The mean of r a is 

(1/7r2
) L r l 

'" (1/7r2)(ln n), (74) 

while the variance of r a is 

(2/7r4
) L r 2 

'" (2/7r4)(7r2/6), (75) 

a number independent of n. The statistic d 3 is "good' 
, 

because it is effectively a sum of a large number of 
independent contributions (j-lZ~). On the other 
hand, by Eqs. (46) and (47), the quantities .Ill and 
d 2 behave like 

r l = ra + (In n)z~, 

r 2 = ra + HIn n)z~, 
(76) 

(77) 

respectively. For large n, the behavior of r 1 and r 2 

is dominated by the single term in z~, and their 
large statistical scatter is mainly due to this term. 

The foregoing calculations have all referred to a 
single level series. In the case of a mixed series, with 
m components having fractional densities It, ... ,1m, 
the results are changed as follows. The expressions 
(45)-(51) for .Ill, d2 and d3 are still valid, but Pk 

is now a sum of m independent contributions. Eqs. 
(43) and (44) are replaced by 

(PkP-I) = N okd1 - L l~b(k/I~N)], (78) 

Ikl «N. (79) 

The right-hand side of Eq. (63) is multiplied by m2
• 

The effect of these changes is that in Eqs. (53)-(55) 
all the right-hand sides are multiplied by m, and 
at the same time (In n) is replaced by 

In ii = In n + m- I L (In 1~). (80) 
p. 

This ii is the geometric mean of the numbers of 
observed levels in each of the m series. In Eqs. (64), 
(68), and (71), the right-hand sides are multiplied 
by m2

, and (In n) is again replaced by (In ii). For 
these results to hold it is assumed that each of the 
single series populations nl~ is large compared with 
unity. 

Consider in particular the statistic d a for a mul­
tiple series. Eqs. (58) and (64) now become 

(da) = (m/7r~[ln ii - 0.0687], (81) 

V.<13 = 1. 1690(m2 /7r4
). (82) 

If n is of the order of 100, a measurement of d 3 should 
be able to distinguish reliably between an unmixed 
series (m = 1) and a double series (m = 2). The 
difference between the values of (d3 ) for m = 1 
and m = 2 is well outside the standard deviation of 
either. However, a decision between m = 2 and 
m = 3 will not be so unambiguous. 

If a series is known to be double (m = 2), then 
(da), according to Eq. (81), depends on the mixing 
ratio (II : 12). However, the variance of d 3 is just 
large enough to make a significant measurement of 
the mixing ratio by means of d 3 impossible. 

IV. ENERGY STATISTIC 

In Sec. VI of III it was shown that the quantity 

W = - L In lexp (iOi) - exp (iO;) I 
;<i 

+ !N(ln N), (83) 

representing the total energy of a Coulomb gas, is 
at the same time a very sensitive statistic. By means 
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of W one could test accurately whether a given set 
of angles [81, ••• , 8N l distributed around the unit 
circle was or was not in agreement with the theo­
retical probability distribution (2). 

We now wish to construct a statistic Q, analogous 
to W, but requiring knowledge of a finite stretch 
of observed levels [El , '" , Enl only. The simplest 
statistic of this kind would be 

Ql = - L: feE"~ E j ) In 121T(E, - E j )1, (84) 
i<i 

where fee, E') is some weight function which 
vanishes except when both E and E' are within the 
observed energy interval [-L, +Ll. Without loss 
of generality we may assume f(x, y) = fey, x). It 
turns out that Ql is not a satisfactory statistic, for 
the following reason. Suppose that one energy level 
E, varies slightly while the others are fixed. Then 

(aQI/iJE,) = -(aW,(E.)/aE,), (85) 

W,(E) = L: fee, E j ) In 121T(E - Ej)l. (86) 
i~i 

The expectation value (W,(E» is a strongly varying 
function of E, and so QI varies strongly when indi­
vidual levels Ei are moved. Consequently the sta­
tistical scatter of Ql cannot be expected to be small. 
A "good" statistic is one with a small statistical 
scatter. Therefore Ql is not likely to be good, and 
in looking for a good statistic we should try to con­
struct a quantity which is stationary under variations 
of the E •. 

We wish then to add counter terms to QI in order 
to cancel the derivative (85). The cancellation cannot 
be exact, but at least it should be possible to cancel 
the major part of Eq. (85). 

Let E. be held fixed and expectation values taken 
with respect to the other levels E j • Then Eq. (86) 
with Eq. (III, 9) gives 

(W.(E» = D-l[V(E) - G(E., E)], (87) 

VeE) = J f(E, E') In 121T(E - E') I dE', (88) 

G(E" E) = J feE, E') In 121T(E - E')I 

X Y2[(E. - E')/ D] dE'. (89) 

In Eq. (89) we are interested only in values of E 
and E' which are in the neighborhood of E,. We 
assume for the purposes of the present heuristic 
argument that feE, E') is a smoothly varying func­
tion. Thus for E and E' in the neighborhood of E i , 

we may write 

f(E, E') = F(E.) 

+ iF'(Ei)[(E - E.) + (E' - E i )], 

with 

F(E) = fee, E). 

Therefore, to the first order in (E - E.), 

D-1G(E., E) = F(E.)(ln D + 2U) 

+ iF'(E.)(E - E.)(ln D + 2U - 1), 

where, by Eq. (III, 89), 

U = ~ J In 121TXI Y2(x) dx 

(90) 

(91) 

(92) 

= 1 - iC'Y + In 2) = 0.365. (93) 

Substituting from Eq. (92) into (84) and (85), we 
find 

(QI) = - tD- 2 J VeE) dE 

+ (U + ! In D)D-1 J F(E) dE, (94) 

(aQt/aE.) = -D-1V'(Ei) 

+ F'(Ei)(U + tIn D - i). (95) 

In order to cancel the first term on the right-hand 
side of Eq. (95), we add to Ql the expressions 

Q2 = p L: V(E,), (96) 

Qa = _!p2 J VeE) dE, (97) 

with 

This quantity P must be used instead of its expecta­
tion value D-1 in Eq. (96), (97), since the statistic Q 
must not contain explicitly the theoretical param­
eter D. Eq. (96), (97) then give 

(Q2) = -2(Qa) = D-2 J Vee) dE, (99) 

(aQ2/aE,) = D-l V'(E,) 

+ [J V dE / J F dE ]D-1F'(E,) , (100) 

(aQa/iJEi ) 

= -[J V dE / J F dE ]D-1F'(Ei ). (101) 

Therefore (Q2 + Qa) precisely cancels the first 
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terms on the right of both Eqs. (94) and (95). We 
are still left with the undesirable terms in (In D). 
To cancel these we add a fourth term, 

Q. = !(In P) L F(E;) , (102) 

Uo = (ff f(E, E') 

X In ICE - E')/RI dE dE') / (J FCE') dE,t (111) 

which gives 

(Q.) = -;D-1(ln D) f F(E) dE, 

(aQ./aE;) = -!(In D)F'(E;) + !F'(E;). 

So we write 

and then 

Although we have been led to the statistic Q by 
valid heuristic arguments, the main justification for 

(103) the use of Q is the fact that its variance is small and 
calculable. The computation of the variance of Q 

(104) requires that we multiply out the square of Eq. (109) 
and then make extensive use of the identities 
(III, 12). After tremendous cancellations of terms 

(105) (which of course are not accidental but arise from 
the stationary character of Q) the variance of Q 
reduces to the expression 

(QT) = UD- 1 f F(E) dE, 

(aQT/aE j ) = UF'(E j ). 

(106) 

(107) 

Equations (106) and (107) show that QT is stationary 
under all variations of the E j for which [L F(E;)] is 
constant. 

The expression QT still has one undesirable 
feature. The logarithms in Eqs. (84) and (88) de­
pend on the scale or unit in terms of which the 
energies E j are expressed. According to Eq. (106), 
the scale dependence cancels out from the expecta­
tion value (QT)' However, QT itself is not scale­
free. To remove the ambiguity we introduce a 
quantity R with the dimensions of energy. The 
magnitude of R will be chosen later; typically it will 
be of the order of a few times the mean-Ievel­
spacing D. For the present we assume only the 
inequalities 

Vo = -t JfJJ Yix, y, z, w) 

X L(x, y)LCz, w) dx dy dz dw 

+ ffJ Y 3(x, y, z) 

X L(x, y)L(x, z) dx dy dz 

- ~ Jf Yix, y)[L(x, y)]2 dx dy 

+ ~ ffff [~(x - z) - Y2(x, z)] 

X [~(y - w) - Y2(y, w)] 

X L(x, y)LCz, w) dx dy dz dw, (112) 

where 

L(x, y) = f(xD, yD) In I(x - y)D/RI. (113) 

D < R < L. (108) Each term in Eq. (112) corresponds precisely to a 

The scale-free statistic Q is obtained from QT by term in Eq. (III, 91). A similar expression for the 
changing E; into (E;/211-R) in all the logarithms. expectation value of Q is easily obtained, namely 
We have then explicitly 

Q = - L feEl, E;) In I(E, - E;)/RI 
i<; 

+ L L F(E,)U(E{) - !Uo L L F(E;)F(E;) 
Ii ii 

+ ![~ F(E,) 1 In (211-R ;; F(E;) / J F(E) dE) , 

(109) 

where 

U(E) = (J f(E, E') 

(Q) = ~ ff Y 2(x, y)L(x, y) dx dy 

+ ! In (27rR/ D) f F(xD) dx. (114) 

The previous expression for (Q) given by Eq. (106) 
was obtained from the approximation (90), which is 
only valid when feE, E') is everywhere smooth. 
Eq. (114) is a more accurate expression which can 
be used with any choice of fCE, E'). 

We now finally specify the statistic Q to be used 
for the analysis of data, by making the choice 

X In ICE - E')/RI dE') / (J F(E') dE') , (110) j(x, y) = 1 for Ix - yl < R, Ixl < L, lui < L, 
(115) 
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I(x, y) = 0 otherwise, 

for the weight function. This choice is guided by 
two considerations. (1) It will be seen later that the 
variance Vo is increased by any discontinuities in 
L(x, y). It is therefore advantageous to place dis­
continuities of l(xD, yD) along the lines Ix-yl D = R 
where the logarithmic factor in Eq. (113) vanishes. 
(2) The labor of computing Q would become pro­
hibitive if any but the simplest possible I(x, y) were 
chosen. 

This choice of I(x, y) implies 

F(x) = 1, Ixl < L, (116) 

U(x) = -(R/L) , Ixl < L - R, (117) 

U(x) = -(2L)-1 {R + (L - Ixl) 

X (1 - In [(L - Ixl)/RD}, 

L - R < Ixl < L, (118) 

Uo = -(R/L) + 1(R/L)2. (119) 

The number of terms which have to be computed 
in obtaining Q is approximately Mn, where 

n = 2L/D (120) 

is roughly the number of observed levels, while 

M=R/D (121) 

is a parameter still at our disposal. 
In calculating (Q) and Vo we shall neglect terms 

of order unity compared with the leading terms 
which are of order n. Then Eq. (114) gives, by virtue 
of Eqs. (III, 12) and (93), 

the coordinate differences (x - y), etc., and the inte­
grands vanish only when one of these differences 
exceeds M. Let now vg be the value of Vo when 
M = 00. We obtain vg from Vo if we replace K(u) 
by 

(125) 

The four integrals constituting vg are identical with 
the terms of Eq. (III, 91), except that the factor N 
mUltiplying each term is replaced by n. But the 
value of Eq. (III, 91) is known and is given by Eq. 
(III, 88). Therefore, 

V~ = nC, C = ! - 111'2 "'" 0.2663. (126) 

It remains to estimate the difference between Vo 
and V g. The first three terms of (V 0 - V g) are 
integrals including factors such as 

X Y.(x, y, z, w) In I(x - y)/MI dy, (127) 

which are of order (1r2M)-1 like the second term of 
Eq. (122). We shall not calculate these terms, which 
are all of the form n(1r2M)-1 multiplied by factors 
of the order of unity. The fourth term of (Vo - vg) 
is of a different kind. It may be written 

T, = in fff [ll(x - z) - Y2(x - z)] 

X [ll(y - w) - Y2(y - w)] 

(K[(x - y)/M]K[(z - w)/M] 

(128) 

- Ko[(x - y)/M]Ko[(z - w)/M]) dy dz dw. 
(Q) = nU - nM {O Y2(Mu)(ln u) du. 

(122) In this term there is no Y function which decreases 

For M ~ 1, the asymptotic expansion Eq. (III, 55) as the separations (x - y) and (z - w) become large. 
of Y

2
(Mu) is very accurate. Taking only the first But it is easy to evaluate Eq. (128) explicitly. We 

write term of the expansion, we find 

(123) 

This shows that the effect on (Q) of taking M even 
as small as 1 or 2 is quite unimportant and is easily 
calculable. 

We come next to the evaluation of V o. If we 
neglect end effects of relative order n -1, we may 
simplify Eq. (112) in the following ways: (1) Re­
place L(x, y) by K«x - y)/M), where 

K(u) = Min (0, In luI). (124) 

(2) Suppress in each term the integration over x, 
replacing it by a factor (2L/D) = n. Mter these 
changes, the integrands in V 0 are functions only of 

1i(P) = i: e2r'"K(u) du, 

lio(P) = i: e2r'P"Ko(u) du, 

(129) 

(130) 

for the Fourier transforms of K(u) and Ko(u). Then 

T, = inM2 i: [1 - b(PW 

X [(It(Mp))2 - (ltO(Mp»2] dp, (131) 

by virtue of Eq. (III, 14). Now we have, for large 
values of q, 

It(q) = - [2 Iqlr1 + [21r2q2rl cos (21rq) + ... , (132) 
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while 
(133) 

precisely. Thus the difference [(K)2 (Ko)2] in 
Eq. (131) is of order (Mp)-a for large values of Mp. 
Hence the important part of the integral comes 
from small p, for which we may use the approxi­
mation 

1 - b(P) = 2 Ip I· (134) 

An elementary calculation then gives the result 

(135) 

So this term is of the same order as the other three 
contributions to (VO - V~). Note that if we had 
chosen I(x, y) in such a way that the product 
L(x, y) had discontinuities, the term T4 would have 
been proportional to 

n J [1 - b(P)Yp-z dp, (136) 

with no factor (7r2M)-'. Just by making L(x, y) 
continuous at Ix - yl = M, we have avoided the 
serious additional statistical scatter in Q which would 
arise from "edge effects" if the discontinuities in 
I(x, y) had not been cancelled by the vanishing of 
the logarithmic factor. 

To summarize the results so far, the statistic Q 
defined by Eqs. (109) and (115)-(119) has the ex­
pectation value (123) and the variance 

Vo = nrC + O(7r2M)-']' (137) 

where (J is a coefficient of the order of unity. 
The choice of the parameter M must be a compro­

mise between convenience and accuracy. Since the 
labor of computing Q is proportional to M, it is 
clearly desirable to keep M as small as possible. 
Eq. (137) indicates the price that must be paid in 
additional statistical scatter if M is made too small. 
In most practical circumstances it would seem that 
M = 2 would be a reasonable choice. 

We discuss lastly the effects of applying the 
statistic Q to a multiple level series. The effects are 
exactly the same as those which were seen for the 
statistic W in Sec. VI of III. Equations (123) and 
(137) become, for a multiple series, 

(Q) = n[U - (7rzM)-' - ! L liln f .. )], (138) .. 
Vo = nrC + (J(7r

2M)-' - Lf .. (lnf .. )]. (139) .. 
Again Eq. (138) is exact, whereas the correction 
term in Eq. (139) is an approximation similar to 
Eq. (III, 96). If Q is computed for a given level 
series and the result compared with Eq. (138), we 

obtain a measurement of the quantity LL .. I .. In f .. ] 
with an error of the order of n-1. This information 
concerning the mixing ratios in the series is much 
more precise than that provided by the statistic 
.13 in Sec. III. The statistic Q gives also a much 
more sensitive test to decide whether our basic 
theoretical hypothesis has any relevance to real 
nuclei. 

V. COMPARISON WITH OBSERVED SERmS OF 
NEUTRON-CAPTURE LEVELS 

We have discussed three types of statistic which 
might be useful in the analysis of observational 
data. They were denoted by W, .1, and Q, and their 
theoretical properties were described in Secs. II, 
III, and IV, respectively. The statistic W plays a 
minor role, since its function is only to give an ac­
curate estimate of the mean level density. The other 
two statistics, .1 and Q, are designed to test the 
validity of our theoretical model. In particular, .1 
(in any of its three variant forms .1" .12, or .13) 

measures the extent to which the large-scale regu­
larity or long-range order of the level series agrees 
with the predictions of the model, while Q measures 
the extent to which the local fluctuation or short­
range disorder agrees with the theory. The fact that 
.1 emphasizes the long-range order is obvious from 
its definition. The fact that Q emphasizes the short­
range disorder can be understood by examining 
Eqs. (109) and (115); the important contributions 
to Q come from the first term on the right-hand 
side of Eq. (109), and this term is precisely a sum 
over pairs of neighboring or nearly neighboring 
levels. 

In the present section we make a very preliminary 
analysis3 of a small fraction of the available data on 
neutron-capture levels, using the statistics .1 and Q. 
The analysis is insufficient, both in quantity and in 
depth, for us to reach any reliable conclusions about 
the validity of our theory. Superficially, the ob­
served values of .1 and Q disagree badly with the 
calculated values. However, the disagreements are 
of a kind that could reasonably be explained as 
effects of imperfections in the data combined with 
normal statistical fluctuations. We do not feel our-

~ q. E. rorter and N. Rosenzweig, Suomalaisen Tiedeakat. 
Tonrutuksla AVI, No. 44 (1960); Phys. Rev. 120, 1698 (1960), 
have made statistical analyses of neutron-capture levels and 
also of le:vel~ in .complex at~mic spectra. They found the ob­
serve.d dlstnbutlOns to b~ l;t agreement with the random­
m:;ttr~x model. Our analYSIS III this paper does not differ in 
prInciple from that of P<!rter and R<!senzweig, except that we 
alID ~o be more quantItatIVe and precise. By being more precise 
we give ourselves a better chance of disproving the theoretical 
model. 
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selves competent to pass judgment on the quality 
of the experimental data. We therefore present the 
results of this preliminary and inconclusive analysis, 
just as an example of what can be done. We hope 
that others who are more familiar with the practical 
details of the experiments will carry the analysis 
further. If all the existing data were to be analyzed, 
it would be a simple matter to mechanize the process 
and carry out the computations electronically. Our 
calculations were all done by hand, and we can 
therefore give no guarantee that the results are free 
from computational error. 

The level series which we have analyzed are those 
b . U238 Th232 d produced y neutron capture In , , an 

Tal8l
• These are cases in which accurate and recent 

data exists, and in which the capturing element is 
effectively monoisotopic. The capture levels in U238 

and Th232 should form a single series, while those 
in Ta l8l should form a double series with the spin­
values 3 and 4. 

In general the quality and completeness of the 
data will be highest when the kinetic energy of the 
captured neutron is lowest. Above a certain neutron 
energy, the resolution of the time-of-flight spectro­
meter becomes so poor that the weaker levels will 
not be recorded. We therefore analyze the data 
only over a restricted range of energy within which 
there seems to be a good chance of detecting all 
the existing levels. In practice the upper limit of 
the "good" energy range is chosen to be that point 
at which the staircase graph of N(E) against E, 
as described in Sec. III, stops being approximately 
linear and begins to curve systematically downward. 
Of course this choice of the upper limit in no way 
guar3ntees that some levels are not being missed 
within the analyzed range. 

For U238
, we analyzed 55 levels observed by the 

Columbia group4 between 0 and 1 keY, supple­
mented with two additional levels reported at 
Harwe1l5 to exist with energies of 755 and 809 eV. 
This series represents some of the cleanest and most 
accurate of all existing data. The fact that even 
here the existence of two levels is doubtful indicates 
how cautious one must be in assuming any observed 
level series to be complete. 

For Ta l8l, we analyzed 68 levels observed6 be­
tween 0 and 334 e V. The small mean level spacing 
gives a good opportunity for analyzing a large 

• J. L. Rosen, J. S. Desjardins, J. Rainwater, and W. W. 
Havens, Jr., Phys. Rev. 118, 687 (1960). 

6 F. W. K. Firk, J. E. Lynn, and M. C. Moxon, Rept. 
Intern. Conf. Nucl. Structure, Harwell, England (1960). 

6 J. S. Desjardins, J. L. Rosen, W. W. Havens, Jr., and J. 
Rainwater, Phys. Rev. 120, 2214 (1960). 

TABLE I. Summary of results of the analysis of 
observed level series. 

Nucleus 
Number of levels 

Energy range 

.1.1 Observed 

.1.1 Theory 

.1.2 Observed 

.1.2 Theory 

.1.3 Observed 

.1.3 Theory 
Q Observed 
Q Theory 

U238 
57 

0-1 keV 

1.778 
0.84 ±0.58 

1.299 
0.53 ± 0.15 

1.278 
0.40 ± 0.11 

14.62 
18.2 ±3.9 

Ta 181 
68 

0-334 eV 

3.411 
1.53 ± 1.24 

1.443 
0.93 ±0.31 

1.437 
0.87 ±0.22 

74.1 
51.4 ± 8.6 

Th 232 
154 

1-4 keY 

3.265 
1.04 ± 0.72 

8.717 
0.66 ±0.18 

3.123 
0.50 ±0.11 

61.17 
52.4 ±6.4 

number of levels in a range of energies where the 
instrumental resolution is high. The comparison 
between U238 and Ta181 also enables us to check 
the predictions of the theory concerning the dif­
ference in statistical behavior between single and 
double series. 

For Th232
, we analyzed 154 levels observed7 be­

tween 1 and 4 keY. The data in this energy range is 
inevitably of poorer quality than the U238 data 
which we have analyzed. For example, there are 
80 observed levels between 1 and 2.5 keY, and 74 
between 2.5 and 4 ke V; according to the theory of 
Sec. II, Eq. (21), these two numbers should differ 
by 1 or 2 units at most if all existing levels were 
observed. The analysis of the Th232 data thus pro­
vides an experimental check on the sensitivity of 
the statistics ~ and Q to imperfections in the data. 
Presumably the underlying theory would be equally 
applicable to U238 and to Th232 if the data were 
perfect. 

The results of the analysis of the three series are 
summarized in Table 1. The limits of error quoted 
for the theoretical numbers are root-mean-square 
deviations. The theoretical numbers for Tal8l are 
for a double series with mixing ratio f = !; the 
numbers would change very little for any value of 
f between i and 1. The values of Q are computed 
with the parameter R chosen to be 40 eV, 10 eV, and 
80 eV, for U238

, Ta18
\ and Th232

, respectively. The 
theoretical value of Q for Ta 181 considered as a single 
series would have been 24.7 ± 4.5. 

The reader is free to draw whatever conclusions 
he pleases from these numbers. We make only the 
following explanatory remarks: 

(a) Even in "good" data such as the U238 series, 
there remain two important possible sources of 
experimental error. First, some of the weakest ob-

7 W. W. Havens, Jr. (private communication). 
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served levels may be formed by capture of p-wave 
neutrons; these levels belong to separate series un­
correlated with the main s-wave series. Second, 
some of the real s-wave levels may be unobserved 
because they happen to have exceptionally small 
widths.s 

(b) Both the kinds of errors described in (a) will 
have a drastic effect in increasing the values of A, 
but will have a much smaller effect in increasing Q. 
The point here is that a single missing level or a 
single spurious level can double A by throwing the 
long-range order of the series into disarray. On the 
other hand, Q is a measure of local or short-range 
disorder, and a fraction x of false data will increase 
Q only by a fraction roughly equal to x. 

(c) The discrepancies between observed and cal­
culated values are very large for A, but moderately 
small for Q. Further, the discrepancies in A are much 
the worst in the case of Th232 where the quality of 
the data is poorest. 

(d) As a result of remarks (a), (b), and (c), we 
can say that the discrepancies which have been 
found are qualitatively consistent with what one 
would expect to arise from imperfections in the data, 
if the underlying theoretical model were correct. 
On the other hand, the discrepancies are certainly 
consistent with the theoretical model being incorrect. 

8 Very informative theoretical discussions of the difficulties 
of identifying weak levels as due to 8- or p-wave neutrons are 
to be found in references 4 and 6. 

VI. CONCLUSION 

We would be very happy if we could report that 
our theoretical model had been strikingly confirmed 
by the statistical analysis of neutron-capture levels. 
We would be even happier if we could report 
that our theoretical model had been decisively con­
tradicted. In the second case, the observations would 
have demonstrated that a purely statistical descrip­
tion is inadequate for these highly excited nuclear 
states; we should then be faced with the pleasant 
task of discovering the unknown symmetries or 
quantum numbers in terms of which a nonstatistical 
description should be defined. 

Unfortunately, our model is as yet neither proved 
nor disproved. We can only end by appealing to 
the experimenters to persevere and improve the 
already excellent quality of their data. Until we have 
some level series which one can, with confidence, 
say are free from a single missing or spurious level, 
a decisive test of the statistical model will hardly 
be possible. 
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This paper is divided into three disconnected parts. (i) An identity is proved which establishes an 
intimate connection between the statistical behavior of eigenvalues of random unitary matrices over 
the real field and over the quaternion field. It is proved that the joint distribution function of all the 
ei.ge~val~es of a r!"ndom unitary self~dual qu~ternion matrix of order N is identical with the joint 
dlStnbutIOn functIOn of a set of N alternate eIgenvalues of a random unitary symmetric matrix of 
order 2N. A corollary of this result is the following: the distribution of spacings between nex~ 
neares~neighbor eigenvalues in a real symmetric matrix of large order is identical with the distri­
bution of neares~neighbor spacings in a self-dual Hennitian quaternion matrix of large order. (ii) A 
conjecture is made which gives an exact analytic fonnula for the partition function of a finite gas of 
N point charges free to move on an infinite straight line under the influence of an external harmonic 
potential. This conjecture is at the same time a statement about the statistical properties of the 
eigenvalues of Hermitian matrices whose elements are Gaussian random variables. (iii) A list is made 
of several other problems which remain unsolved in the statistical theory of eigenvalues of random 
matrices. 

I. INTRODUCTION 

T HIS is the last in a series of papers! concerned 
with the statistical behavior of the energy levels 

of complex systems. Our desire to tidy up and finish 
our work has resulted in a paper whose contents are 
rather miscellaneous. We have to report one defini­
tive theorem (Sec. II), one conjecture which we are 
unable to prove (Sec. III), and finally a list of un­
solved problems (Sec. V) on which we have worked 
long enough to ascertain that they are interesting 
and nontrivial. Since we decided to leave this field, 
we considered it important not to give the false 
impression that we have answered all the out­
standing questions. It is our hope that the list of 
unsolved problems will stimulate others to begin 
where we have left off, so that the study of this 
singularly beautiful branch of mathematical physics 
may continue without interruption. 

In paper I, three types of ensembles of random 
unitary matrices were defined. These were named 
orthogonal, unitary, and symplectic, because of their 
relation to the corresponding classical groups; they 
are characterized by the three values 1, 2, and 4 
of a parameter fl. In paper TW, it was shown how 
each of these three ensembles may be relevant to the 
description of a complex system, depending on the 
symmetry group of the system and on its behavior 
under the operation of time reversal. The orthogonal 

* On leave of absence from Tata Institute of Fundamental 
Research, Bombay, India. 

1 F. J. Dyson, J. Math. Phys. 3, 140, 157, 166, 1191, and 
1199 (1962), quoted in what follows as I, II, III, BMM and 
TW respectively; F. J. Dyson and M. L. Mehta, J. Math. 
Phys. 4, 701 (1963) is quoted as IV. 

ensemble (fl = 1) is most frequently relevant in 
practice and was discussed in detail in papers II, 
III, and IV. The unitary ensemble (fl = 2) is almost 
trivial from a mathematical point of view and is 
perhaps never relevant in practice. Section II of 
this paper is devoted to a brief study of properties 
of the symplectic ensemble ({3 = 4). Our main 
theorem states that the series of all eigenvalues of a 
matrix in the symplectic ensemble of order N is 
statistically equivalent to the series of alternate 
eigenvalues of a matrix in the orthogonal ensemble 
of order 2N. Thus many statistical properties of the 
symplectic ensemble are easily reducible to properties 
of the orthogonal ensemble which were computed 
in paper III. 

Sections III-IV of this paper are concerned with 
the eigenvalues of Gaussian random matrices and 
with the corresponding Coulomb gas analogs. A 
number of properties of the Gaussian matrix en­
sembles are proved rigorously, and others are con­
jectured. The main conjecture is a formula for the 
partition function of a finite Coulomb gas on a 
straight conducting wire with a harmonic potential. 
A similar conjecture was previously made for the 
finite Coulomb gas on a circle with zero potential 
(conjecture A of paper I); in that case the conjecture 
was proved by Wilson2 and by J. Gunson (un­
published). We hope that the new conjecture will 
yield equally fast to our colleagues' mathematical 
skill. 

The final Sec. V of this paper is self-explanatory, 
consisting of a list of topics and questions which we 

2 K. Wilson, J. Math. Phys. 3, 1040 (1962). 
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did not succeed in elucidating and which we think RN1 = [(2N)1/2·NI] f ... f 041 ... O4N 
will repay further development. 

II. THE SYMPLECTIC ENSEMBLE 

Let the eigenvalues of a random unitary matrix 
of rank N be given by exp [iO j ], j = 1, ... , N. The 
joint probability distribution of the angles OJ was 
calculated in Sec. V of I, and is 

QNll(J1, ••• , ON) 

= CN{l II lexp (iOj) - exp (iOkW, (1) 
j<k 

with 

CN(J = (211")-N{r(1 + !mIN{r(1 + !N,B)r1
• (2) 

Here ,B is the parameter which takes the values 1, 
2, or 4, according as the random unitary matrix is 
chosen from the orthogonal, the unitary, or the 
symplectic ensemble. 

When,B = 4, the product on the right of Eq. (1) 
can be expressed as a determinant,3 

QN' = CN4 det [exp (ipOj) , p exp (ipOj)], (3) 

with 2N rows and columns. The index j labels a 
pair of columns and takes values from 1 to N, while 
the row index p takes the 2N half-integer values 

p= - N + !, - N + !, "', N - !, N - !. (4) 

The expression (3) is symmetric in the angles OJ. 
There is no loss of generality in supposing the OJ 
to be labeled in ascending order, so that 

o < 01 < O2 < ... < ON < 211". (5) 

Let R N1 (01, ... , ON) be the probability density 
for the [exp (iO;)] to appear as a set of alternate 
eigenvalues of a random unitary matrix of rank 2N 
chosen from the orthogonal ensemble. Then 

R N1 (01, "', ON) = [(2N) 1/2 ·Nl] 

X Q2N.l(01, cJh, O2, cJ>2, "', ON, cJ>N)' (6) 

The angles appear in Eq. (6) in increasing order, 
and therefore the value of Q2N.l obtained from Eq. (1) 
is a simple alternant determinant. Thus Eq. (6) 
becomes 

3 The determinant (3) is called a "confluent alternant," 
since it is obtained as a limiting form of the simple alternant 
Det [exp (ip4>.)] when the 4>. become equal in pairs. For a 
proof that the confluent alternant is equal to Eq. (1) with 
~ = 4, Bee H. W. Segar, Messenger of Mathematics 22, 57 
(1893). 

x C2N.1( -'ly det [exp (ipOj), exp (ipcJ>j»). (7) 

The integration over the cpj can be explicitly per­
formed, and gives the result 

RNI = [(2N)1/2·NI]C2N.1(-'lY det [exp (ip(J/), 

(_ip-1){ exp (ipOj+1) - exp (ipOj) I], (8) 

with the convention 

ON+1 = 01 + 211". (9) 

With the help of a little algebra, Eq. (8) is easily 
reduced to identity with Eq. (3). The following 
result has then been proved. 

Theorem: 

QNi(J1, "', ON) == RN1 (01' "', ON)' (10) 

Or in words, the probability distribution of a set of N 
alternate eigenvalues of a matrix in the orthogonal 
ensemble of order 2N is identical with the probability 
distribution of the set of all eigenvalues of a matrix 
in the symplectic ensemble of order N. 

This theorem has the consequence that all sta­
tistical properties of eigenvalues in the symplectic 
ensemble are deducible from properties of eigenvalues 
in the orthogonal ensemble. A similar theorem, re­
lating the properties of the unitary and orthogonal 
ensembles, has been conjectured in Sec. VII of III 
and subsequently proved by Gunson.' The two 
theorems together imply that statistical properties 
of all three types of ensemble are reducible to proper­
ties of the orthogonal ensemble alone. It is curious 
that two such similar theorems should exist, with­
out any obvious or logical connection between them. 
The proofs of both are mere verifications, giving no 
hint of deeper causes or physical principles which 
might underlie them. 

We next summarize the facts concerning level­
spacing distributions in the three types of ensemble. 
For simplicity, consider an infinitely long level series 
with mean spacing D = 1. The probability distri­
bution for a spacing x between nearest-neighbor 
levels is given by 

(11) 

where E (lex) is the probability that a randomly 
chosen interval of length x is empty of levels. As 
usual, f3 = 1, 2, or 4 for the three types of matrix 
ensemble. The functions E /lex) are calculable in 
terms of the two quantities 

4 J. Gunson, J. Math. Phys. 3, 752 (1962). 
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E(x) 

E'(x) 

II (1 - xA~), 

II (1 - xJj~), 

(12) 

(13) 

where the A; and Jj; are, respectively, the eigenvalues 
of the integral equations 

AF(y) = f cos (t7rxyz)F(z) dz, (14) 

JjF(y) = f sin (t7rxyz)F(z) dz. (15) 

Namely, we have 

El(X) = E(x) , (16) 

E 2(x) = E(x)E'(x) , (17) 

E 4(x) = t[E(2x) + E'(2x)]. (18) 

Equation (16) was discovered by Gaudin.5 Equation 
(17) is a consequence of Gunson's Theorem.4 Equa­
tion (18) is a consequence of the theorem stated 
above [Eq. (10)]. 

Gaudino has carried through a numerical calcula­
tion of the functions E(x) and Sl(X). More recently 
Kahn6 has adapted Gaudin's method to compute 
E'(x), S2(X), and S4(X). Thus all three spacing dis­
tributions are now accurately known. 

The two-level correlation function for the sym­
plectic ensemble can also be obtained immediately 
from Eq. (10), using the results obtained for the 
orthogonal ensemble in Sec. III of III. Let the 
probability density for finding eigenvalues Xl and X 2 

in a symplectic level series, irrespective of the posi­
tions of other levels, be 

1 - Y2.(lxl - X21). (19) 

Then the function Y 2a is given by 

Y2 .(r) = {q(r)12 - {(d/dr)q(r)l{f q(x) ax}, (20) 

with 

q(r) = [sin (27rT) l/ (27rT). (21) 

It is easy now to verify the correctness of the re­
marks made at the end of Sec. V of III. 

III. COULOMB GAS WITH HARMONIC POTENTIAL 

Consider a gas of N point charges with positions 
[Xl, ••• , XN), free to move on the infinite straight 
line [- 00 < x < + 00]. Suppose that the energy 
of the gas is given by 

6 M. Gaudin, NucI. Phys. 25, 447 (1960). 
6 Peter B. Kahn, "Energy-Level Spacing Distributions," 

Brookhaven preprint, No. 6392. 

w = - L In Ix; - Xk I + t L x~. (22) 
i<k 

The first term in W represents an electrostatic re­
pulsion between each pair of charges, while the 
second term represents a harmonic potential at­
tracting each charge independently toward the point 
X = O. In Sec. Vb of II it was mentioned that this 
Coulomb gas provides an exact model for the sta­
tistical behavior of the eigenvalues of a matrix of 
order N chosen from a Gaussian ensemble. Many 
properties of the Coulomb gas are implicitly con­
tained in earlier papers7 in which the eigenvalue 
distributions of Gaussian ensembles were studied. 

The distribution of eigenvalues of a matrix chosen 
from a suitably normalized Gaussian ensemble is 
given by 

PNixl , ... , XN) = CNP[exp (-,6W)], (23) 

CNp = (27r)-tN['l1N(,6)f l , (24) 

'l1N (,6) = (27rr tN 

X J ... L: [exp (-,6W)] dXl ... dXN. (25) 

Here ,6 = 1, 2 or 4 for the three types of ensemble, 
the case ,6 = 1 being the usual one which is ap­
plicable to real symmetric matrices. The same equa­
tions (23)-(25) describe the distribution of the 
charges in the Coulomb gas in thermal equilibrium 
at a temperature given by kT = ,6-1. 

Many of the statistical properties of the eigen­
value distributions will be determined by the parti­
tion function 'l1N (,6) and its derivatives with respect 
to ,6. It is therefore of interest to find an exact 
analytical expression for 'l1 N(,6). 

Conjecture D: For every integer N and real or 
complex ,6, we have identically 

'l1N(,6) = ,6-tN-tNCN-llP {r(1 + t,6) r N 

X {IT r(1 + t,6g)}. (26) 

This conjecture appears very similar to Con­
jecture A of I, which was subsequently proved by 
Gunson and by Wilson.2 However, we have not 
succeeded in adapting Wilson's or Gunson's method 
to yield a proof of Eq. (26). Some new trick seems 
to be needed. 

Again the evidence in favor of the truth of Con­
jecture D is overwhelmingly strong. First, it is 
possible to verify Eq. (26) directly for the physical 
values 1, 2, and 4 of ,6. The case ,6 = 1 has been 

7 M. L. Mehta, Nuclear Phys. 18, 395 (1960); M. L. 
Mehta and M. Gaudin, ibid. 18,420 (1960). 
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verified more than once.8 The case fJ = 2 is the 
easiest; one needs only to introduce Hermite poly­
nomials and exploit their orthogonality properties. 
In the case fJ = 4, the product II (x; - Xk)' can 
be written as a confluent alternant, similar to Eq. 
(3), but involving Hermite polynomials instead of 
exponentials, and again the properties of Hermite 
polynomials lead to a proof of Eq. (26). 

Conjecture D has also been verified for general fJ 
in the cases N = 1, 2, 3. The calculation is trivial 
for N = 1 or 2. The verification for N = 3 is by no 
means trivial, but it has been carried through by 
Gaudin.9 Gaudin's method is to transform the right­
hand side of Eq. (25) into an integral over the sym­
metric variables 

Yl = XI + X2 + Xa , 

Y2 = X2Xa + XaXl + XI X2, 

Ya = XIX~a, 

and to use the properties of the successive dis­
criminants of an algebraic equation. 

Finally we are able to prove, as in Sec. VIII of I, 
that Conjecture D must hold for all complex fJ if 
it holds for fJ = 2k with k a positive integer. The 
argument rests on the fact that the energy W given 
by Eq. (22) is bounded below. More precisely, 10 

W ~ Wo = tN(N - 1)[1 + In 2] 
N 

- ! L: g In g, (27) .-1 
the minimum being attained when the X; are at the 
zeros of the Nth Hermite polynomial HN(X). Thus 
Eq. (25) may be written 

~N(fJ) = 10 Y P(y)yfJ dy, Y = exp (- Wo), (28) 

where P(y) is a positive weight function. It is also 
easy to verify that the right-hand side of Eq. (26) 
is bounded by C lyfJl for any complex fJ in the half­
plane (Re fJ > 0). Therefore Carlson's Theorem can 
be applied as in Sec. VIII of 1. We conclude that 
Conjecture D is equivalent to the following ap­
parently weaker statement, 

8 M. L. Mehta, Nucl. Phys. 18, 395 (1960), and other 
references given there. See also N. G. de Bruijn, J. Ind. Math. 
Soc. 19, 133 (1955); we are very sorry that we came to know 
of this important reference only recently. 

8 M. Gaudin (private communication). 
10 T. J. Stieltjes, Sur Quelques Theoremes d' Algebre, Oeuvres 

Completes 1, 440-441 (P. Noordhoff Ltd., Groningen, The 
Netherlands, 1914). 

x {II (X. - X;)2kJ exp (-k L x~ 
i<i 

= (2k)-lN(I+(N-Olrl{k!J-N{ft (kg)!}. (29) 

It is possible to go further than this and reduce 
Conjecture D to a finite algebraic identity. For this 
purpose we introduce the notation 

(30) 

with the understanding that all differentiations are 
to be carried out before the variables XI are set 
equal to zero. The identity 

(k7r)-l L: x7 exp (-kx~) dx; 

= {i D;/(2k)1)" exp (-ix~) (31) 

enables us to replace all integrations in Eq. (29) 
by differentiations at the point X; = o. Eq. (29) 
then takes the form 

{II (D. - DYkJ exp (-i LX;) 
i<i 

Since only one term in the exponential series con­
tributes, Eq. (32) is a finite combinatorial identity. 
A somewhat neater form of the identity is obtained 
by interchanging the roles of D; and X;. We display 
this form of Eq. (32) as 

Conjecture E: The identity 

{
I N }IN(N-Ilk 
-2 L (fl/dX~) {n (x, - X;)2kJ 

2-1 &<, 

= {!N(N - l)kJ! {k!)-N{ft (kg)!} (33) 

holds for positive integer N and k. 
Conjecture E is equivalent to Conjecture D, and 

may perhaps be easier to prove. In partiCUlar, Con­
jecture E may be more amenable to generalization. 
It turned out, in the case of Conjecture A in I, 
that the key to the prooe lay in the structure of 
the generalized Conjecture C. We have not been 
able to find the analog of Conjecture C for the 
present problem. 

IV. GAUSSIAN ENSEMBLES WITH ~ = 2 AND ~ = 4 

In this section we collect some results, supple­
menting the calculations in our earlier papers7 which 
referred exclusively to the case fJ = 1. 

Consider the ensemble of Hermitian matrices M, 
invariant under unitary transformations and having 
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all elements, apart from Hermiticity, independent 
random complex variables. The joint distribution 
function of the eigenvalues of such a matrix is 
given by Eq, (23) with (3 = 2; 

PN2(XlI ..• , XN) 

= CN2 exp (- L x~) II (x; - Xk?' (34) 
j<k 

The density of eigenvalues is given byll 

N-l 

= L «p~(x) = N«p~(x) 
o 

(35) 

where «pj(x) are the normalized harmonic oscillator 

= (~)t liCN-OJ (2N - 2 - 4J)! 
11' f.; ~-1-2j {(N - 1 - 2})!}2 , 

(40) 

where [teN - 1)] is HN - 1) or (!N - 1) according 
to whether N is odd or even. As N ~ co, the level 
density at the origin becomes 

N»1. (41) 

For the probability that there is no eigenvalue 
in the interval (- 0, 0), one obtains 

R C4\20) = xl(OV2) + X2(0V2), (42) 

where 

Xl(r) = det [ ~". - f:. «P2H(X)«P2Q-l(X) dxJ 

p, q = 1,2, .. , ,N, (43) 

wavefonctions and 

( ) _ (2 j " i)-i i~'( 1:-.)1 -~. «p; x - J. 11' e - dx e . (36) X2(r) = - fa> dx 

The n-level correlation function is 

N! fa> 
R~(xI' "', x,,) = (N _ n)! _a> [

0 «P2.-1(X) J 
X det • 

«P2"-1(X) ~". - i~ «P2,,-1(Y)«P2.-1(Y) dy 

p, q = 1,2, .. , ,N. (44) 
X i: p(x) , "', XN) dX,,+l ... dxN 

= det [KN(x{, Xk»);.k-l.2 ....... , 
The function Xl(r) is the Fredholm determinant of 

(37) an integral equation with the symmetric kernel 

where 
N-l 

KN(x, y) = L «p;(x)«pj(Y) , (38) 
o 

with «p; given by Eq. (36). 
The probability that there are no eigenvalues in 

the interval (-0,0) is 

R (2 )(20) 

= det [ ~". - J:, «p,,(x)«p.(x) dx 1 ... 0.1 ..... N-l , (39) 

which, in the limit N ~ co, yields precisely the 
value of the function E 2 (x) as given by Eqs. (17), 
(12), and (13). 

In the symplectic Gaussian ensemble «(3 = 4), 
one may apply similar methods. Thus the density 
of eigenvalues at the origin is 

N L: ... L: [exp (-2 L: x~) 
X II (x; - Xk)4.]~l_O dx2 ••• dXN 

;<k 

U This result is contained in an unpublished manuscript 
of Professor E, P. Wigner. We are grateful to Professor Wigner 
for permission to quote from his unpublished work. 

N 

L: «P2,,-1 (X)«P2,,-l (y) ; ,,-1 
and therefore in the limit N ~ co becomesli identical 
with E'(2x) defined by Eq. (13). The parameter x 
is here 

x = (SID) = (20ID) = (2rNiI1l'), (45) 

by virtue of Eq. (41). To make Eq. (42) reduce to 
Eq. (18) in the limit N ~ co, we should have 

X2(r) ~ ![E(2x) - E'(2x)], N ~ co. (46) 

We have not succeeded in verifying Eq. (46) directly. 

V. OPEN QUESTIONS 

In this section we shall make a list of nine unsolved 
problems which we consider interesting. 

a. Asymptotic form of the level-spacing distributions 
for large spacings. The analytical expressions given 
by Eqs. (11)-(18) for the spacing distributions are 
due essentially to Gaudin.1i These elegant expressions 
are well suited to numerical calculation of Sp(x) 
when x is of the order of unity. However, there 
remains the problem of obtaining an accurate evalua-
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tion of SfJ(x) for large x. This problem was discussed 
in greater detail in paper II. 

b. The L - I problem: This problem also arises 
out of the work of Gaudin.s The integral equations 
(14) and (15) may be combined into the form 

/'f = If, (47) 

where I is the integral operator defined by 

If(y) = {I exp (ityz)f(z) dz, (48) 

and/' is one of the eigenvalues of I. Gaudin intro­
duced the differential operator 

L = (Z2 - 1)(d/dz)2 + 2z(d/dz) + t2z2, (49) 

operating on a function fez) defined on the interval 
-1 S z S 1, with suitable boundary conditions 
at the endpoints. Gaudin observed that the two 
operators L and I commute. They therefore have a 
complete set of eigenfunctions in common. 

Now the operator L is well-known, and its eigen­
values and eigenfunctions have been studied and 
tabulated.s However, according to Eqs. (12) and 
(13), for the level-spacing distributions we require 
the eigenvalues of I and not those of L. The fact 
that I and L commute means that they have the 
same eigenfunctions, but this fact does not imply 
any particular connection between their eigenvalues. 

Since L has a nondegenerate spectrum, and I 
commutes with L, I must be a function of L, 

I = cp(L), (50) 

and the eigenvalues /'; of I are then given im­
mediately by 

/,; = cp(L;) , (51) 

where the L; are the known eigenvalues of L. The 
unsolved problem is to determine, from the defini­
tions (48) and (49), which function cp makes Eq. (50) 
hold as an operator identity. If this problem were 
solved, it would probably also throw new light on 
problem a. 

c. Identities Between Cluster Functions. In Eq. 
(12) of III, the following relation between cluster 
functions was stated as true: 

L: Y,,(XI, ... ,x,,) dx" 

= (n - 1) Y,,_I(XI' '" ,X,,_I)' (52) 

These cluster functions are similar to the Ursell­
Mayer functions which are commonly used in the 
kinetic theory of gases.12 Now Dr. A. Lenard has 

I. J. E. Mayer and M. G. Mayer, Statistical Mechanics, 
(John Wiley & Sons, Inc., New York, 1940). 

pointed out to us that Eq. (52) certainly does not 
hold for a normal gas whose molecules interact only 
with short-range forces. In particular, for a perfect 
gas we have Y 2 = 0, Y I ~ 0, and Eq. (52) already 
fails for n = 2. Our "proof" of Eq. (52) involved an 
illegal interchange of limits and is quite worthless. 

In the case of the one-dimensional Coulomb gas 
which was studied in paper III, we have checked 
Eq. (52) for several values of n by computing the 
cluster functions explicitly. In each case which we 
examined, Eq. (52) holds. Thus the deductions which 
were made from Eq. (12) in paper III are presumably 
correct. However, a rigorous proof of Eq. (52) even 
for the Coulomb gas is still lacking. We make a 
conjecture that the relations (52) will hold for a 
gas in any number of dimensions, if and only if the 
gas is incompressible. By incompressible, we mean 
simply that the velocity of propagation of sound 
waves in the gas becomes infinite as the frequency 
tends to zero. A Coulomb gas with charges all of 
the same sign is, in this sense, always incompressible. 

Problem c is to prove this conjecture, or more 
generally, to find necessary and sufficient conditions 
for Eq. (52) to hold. It seems likely that the solution 
of this problem may give rise to a new branch of 
kinetic theory, namely the statistical mechanics of 
incompressible fluids. 

d. Proof of the Gaussian Conjecture. This is the 
proof of Conjecture D or Conjecture E, as discussed 
in Sec. III of this paper. 

e. Ensembles of Asymmetric Matrices. Suppose 
that M is an (N X N) matrix in which each element 
is an independent, real, Gaussian random variable, 
without any condition of symmetry. The eigen­
values of M will be N complex numbers Zi' What 
can be said about the distribution of the Z; in the 
complex plane when N is large? 

The particular interest of this problem lies in the 
fact that it is completely untouched by all the 
methods that have been successfully applied to the 
study of symmetric matrices. For example, Wigner's 
original method'3 of determining the distribution 
of eigenvalues was to calculate the moments of the 
distribution function. When the eigenvalues are real, 
the moments determine the distribution uniquely. 
However, when the eigenvalues are complex, the 
knowledge of the moments gives no useful informa­
tion about the distribution. In particular, any dis­
tribution with circular symmetry about the origin 
in the complex plane will have all its moments zero. 

A more general way of formulating the asymmetric 

13 E. P. Wigner, Ann. Math. 62, 548 (1955). 
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matrix problem is the following: Is it possible to 
define any reasonable ensemble of asymmetric 
matrices for which the distribution of eigenvalues 
in the complex plane can be calculated? 

f. The Five Exceptional Lie Groups. In paper I 
we have defined matrix ensembles which were called 
orthogonal, unitary, and symplectic. These ensembles 
are in precise one-to-one correspondence with the 
classical Lie groups belonging to the three principal 
series.14 Now it is well-known that there exist, be­
sides the principal series, 5 and only 5 simple Lie 
groups. These are known as the exceptional Lie 
groups, and they have many beautiful properties.I5 

We pose the problem of defining 5 exceptional 
matrix ensembles, related to the exceptional Lie 
groups in the same way as the ensembles of paper I 
are related to the groups of the principal series. 

This problem is closely related to the question, 
raised in footnote 10 of TW, of fitting octonions 
appropriately into physics. The exceptional Lie 
groups are all closely connected with structures 
based on the octonion algebra. I5 

g. Physical Application of the Unitary and Sym­
plectic Ensembles. It was proved in TW that the 
appropriate ensemble for describing states of a 
complex system is orthogonal, unitary, or symplectic, 
according as the corepresentation of the symmetry­
group of the system to which these states belong 
is of Wigner type I, III, or II. Unfortunately, in 
any system with the full symmetry of the 3-di­
mensional rotation group, all co-representations are 
of type I, and so all states must be described by 
orthogonal ensembles. In particular, in the applica­
tion of the theory to neutron-capture levels of heavy 
nuclei or to complex atomic spectra, the nuclei 
or atoms have rotational symmetry and only the 
orthogonal ensemble is relevant. 

For a more searching test of the theory, it would 
be highly desirable to find a practical situation to 

U H. Weyl, The Classical Groups, Their Invariants and 
Representations (Princeton University Press, Princeton, New 
Jersey, 1939). 

15 B. A. Rozenfel'd, Doklady Akad. Nauk S.S.S.R. 106, 
600 (1956). 

which the unitary or symplectic ensembles could be 
applied. For this purpose one must find a physical 
system of sufficient complexity, having a large 
number of accurately observed levels, and not pos­
sessing rotational symmetry. It seems to be a diffi~ 
cult problem to find a system satisfying these con­
ditions. Until this problem is solved, the study of the 
unitary and symplectic ensembles will remain some­
what academic. 

h. Statistical Effects of Missing and Spurious 
Levels. In paper IV it was pointed out that the statis­
tical analysis of observed series of energy levels can 
easily be vitiated by the effects of missing and 
spurious levels. Even one missing level, or one 
spurious level, can have a drastic effect on certain 
types of statistical assessment. 

It would be desirable to make the results of paper 
IV more precise by calculating quantitatively the 
effects of missing and spurious levels. To carry 
through such calculations would not be difficult, 
only rather laborious. Problem h is not really an 
unsolved problem; it is just a job that remains to 
be done. When calculations of effects of missing and 
spurious levels have been made, it will be possible 
to judge with greater confidence whether the dis­
crepancies between theory and experiment recorded 
in paper IV can be explained away as due to im­
perfections in the experimental data. 

i. Better Analysis of Experimental Data. In many 
ways the weakest part of this entire investigation is 
the analysis in paper IV of experimental data on 
neutron-capture levels. The analysis is complicated, 
and the results are disappointingly crude. To make 
firmer contact between theory and experiment, we 
urgently need to discover better and more dis­
criminating methods for the numerical analysis of 
data. 
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For simple Lie groups, matrix elements of vector operators (Le. operators which transform accord­
ing to the adjoint representation of the group) within an irreducible (finite-dimensional) representa­
tion, are studied. By use of the Wigner-Eckart theorem, they are shown to be linear combinations 
of the matrix elements of a finite number of operators. The number of linearly independent terms is 
calculated and shown to be at most equal to the rank l of the group. l vector operators are constructed 
explicitly, among which a basis can be chosen for this decomposition. Okubo's mass formula arises 
as a consequence. 

INTRODUCTION 

THE study of elementary particle interaction 
symmetries has been renewed in the last few 

months by systematic use of simple Lie groups.I-7 
One may make the following hypotheses: the inter­
actions can be split into two parts: 

A first part 10 which is invariant under the trans­
formations of a group G which entails the direct 
product of the isospin group SU2 and the strangeness 
gauge group as a subgroup. 

A second part 11 which is "small" with respect to 
the first one and may entail a part of strong, electro­
magnetic and weak interactions. 

If 11 is treated as a perturbation, then: 
To zero order, the elementary particles can be 

classified in supermultiplets which form bases for 
irreducible representations of G. 

To first order, many interesting quantities are 
given by matrix elements of operators, in a given 
irreducible representation, the transformation prop­
erties of which are related to those of 11 , Such are 
the mass differences (respectively the magnetic mo­
ments) of particles of the same supermultiplet, if 
one keeps the non-G-invariant part of the strong 
(respectively electromagnetic) interactions. 

If the transformation properties of 11 are arbitrary, 
nothing more can be deduced from the previous 
hypotheses for these matrix elements. However one 
can use an analogy: in the similar case where 10 
is replaced by strong SU2-invariant interactions, 

1 M. Gell-Mann, "The Eightfold Way," Cal. Tech. Rept. 
20 (March 1961); Phys. Rev. 125, 1067 (1962). 

2 R. E. Behrends, J. Dreitlein, C. Fronsdal, and W. Lee, 
Rev. Mod. Phys. 34, 1 (1962). 

3 S. Okubo, Progr. Theoret. Phys. (Kyoto) 27, 949 (1962). 
• S. Okubo, Progr. Theoret. Phys. (Kyoto) 28, 24 (1962). 
5 D. Speiser and J. Tarski, J. Math. Phys. 4, 588 (1963). 
8 L. A. Radicati and D. Speiser, Nuovo Cimento 24, 385 

(1962). 
7 B. d'Espagnat and J. Prentki, Nuovo Cimento 24, 497 

(1962). 

and II by minimal electromagnetic non-SU2-in­
variant interactions, we know from the relation 
Q = Ta + HN + S) that the noninvariant part 
transforms like the third component Ta of isospin, 
i.e. like a component of a tensor operator belonging 
to the adjoint (or regular) representation of the 
symmetry group. 

One can generalize to the case of higher symmetry 
by supposing that the transformation properties of 
11 are those of some component of a tensor operator 
belonging to the adjoint representation of G,1,3 
hereafter called vector operators by analogy with 
the SU2 case. The mass differences are then matrix 
elements within a given supermultiplet of some 
component of a vector operator. (For instance, in 
the usual theories with rank-2 simple Lie groups, 
they must be given by an operator commuting with 
isospin and strangeness, thus transforming like the 
infinitesimal generator associated with strangeness.) 
Therefore, they are restricted by the Wigner-Eckart 
theorem, which imposes relations between them. 
(This is similar to the case of the SU2 group, where 
the matrix elements of a vector operator within an 
irreducible representation with given i are pro­
portional to those of J and therefore are all ex­
pressed in terms of one single parameter.) Mass 
relations will appear as a consequence of the appli­
cation of the Wigner-Eckart theorem to the study 
of matrix elements (IMul) of vector operators Mu 
within an irreducible representation of G. 

Here we shall restrict ourselves to the case where 
G is one of the simple Lie groups. 

In Sec. 1, we show that the (IMul)'s are linear 
combinations of the matrix elements of some opera­
tors. We then calculate by means of group characters, 
the number of linearly independent terms (Sec. II). 
In Sec. III, we give a general method for obtaining 
a basis for these operators. We apply this method 

720 
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to the classical groups AI, B l , C ir Dl in Sec. IV, 
and to the exceptional G2 group in Sec. V. 

1. APPLICATION OF THE WIGNER-ECKART 
THEOREM 

The theorem may be stated as follows: 

Vi of a vector v belonging to no 7r build a finite set of 
vectors, and there is exactly one of them in each D •. 
The dominane v's of all the systems of v/s lie in 
one of the D's; let it be D I • 

An irreducible representation is defined by its 
highest weight L or by its characters.

9
: 

x(L) = ~(L)/~(O) where ~(L) = L: oseHSK);f'i, (3) 
SeW 

with 

K = L + R, 

R=!L:at (a + are the positive roots), (4) 

j labels the coordinates in I-dimensional space, tpi 

are parameters which define the classes of conjugate 
elements in G. Os = + 1 if S is the product of an 
even number of reflexions, and Os = -1 for an 
odd number. 

Let 3C be a Hilbert space, and x -} U(x) a unitary 
representation of a group G in 3C. In the space of the 
linear operators on 3C, it induces a representation, 
which to x associates the transformation M -} 
U(x)MU-I(x), (i.e. such that the matrix elements 
("'1 IMI "'2) are invariant). We suppose that every 
representation of G is completely reducible. Suppose 
that "'I, M, and "'2 belong to irreducible subspaces EI , 

F, and E2 of the respective representations. The 
tensor product F ® E2 may be split up into the 
direct sum of irreducible subspaces, HOI, some of 
which, Hi, are equivalent to E I • 

We note xCp) the character of the adjoint repre­
(1) sentation. 

Let P a be the projection of F ® E2 on HOI, and Qi 
the isomorphism of Hi onto E I • Then 

(2) 

where the A/s are constants depending on E I , F, 
and E 2, but not on the particular "'I, M, and "'2 
chosen in El} F, and E 2 • 

Remark: The decomposition (1) is not unique if 
some of the H a'S are equivalent, but this obviously 
does not disturb the result. 

We are interested in the case where EI = E2 and 
F is equivalent to the adjoint representation (p) 
of G. Therefore the problem is reduced to: 

decompose the direct product of (p) and of a 
given representation E into a direct sum of irre­
ducible representations, and determine the number 
of terms equivalent to E, 

find explicit expressions for the Q,Pi , or equiva­
lently for a sufficient number of vector operators 
yielding a generating system for the (IMI)'s. 

n. NUMBER OF TERMS IN THE 
DECOMPOSITION, EQ. (2) 

The root diagram8 of a simple Lie group of rank 1 
is a set of vectors in l-dimensional Euclidian space. 
The planes 7r, perpendicular to the roots, divide 
that space in domains D i • The symmetries with 
respect to the planes 7r generate a group Wunder 
which the diagram is invariant. The W-transformed 

S G. Racah, Group Theory and Spectro8COPY CERN 61-8 
(1961 ). 

We want to decompose E ® (p) into a direct sum. 
In terms of characters, this reads 

x(L) 'x(p) = L: x(L'), 
L' 

or equivalently 

~(L) 'x(p) = L: HL'). (5) 
L' 

We use the geometrical method given by Behrends 
et at,2 and Speiser.lo HL) is represented by the set 
of points SK with multiplicities Os, xCp) by the 
weight diagram of (p), i.e. the root diagram of G, 
with mUltiplicity 1 at the origin, and + 1 every­
where else. Therefore, the first member in (5) is 
represented by the points SK with multiplicities 
los and SK + a with Os, where a is any nonzero root. 
Each point in Dl with multiplicity m yields m terms 
in the second member of (5). Therefore, in the general 
case where L is such that the root diagram translated 
by K is entirely contained in D

" 
one finds: 

l times the initial representation E, 
once any representation with highest weight 

L + a, a being any nonzero root. 

x(L) 'x(p) = lx(L) + L: x(L + a). (6) 
a 

Thus the number of terms in (2) is l in general. 
The argument fails if the root diagram translated 

by K is crossed by one of the 7r'S which limit D 1• 

We then find in D I , additional points of the type 
9 H. Weyl, Z. Math. 23, 271 (1925); ibid. 24, 328, 377 

(1926). 
10 D. Speiser, Lecture notes, Istambul Summer School 

(1962). 
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8K + a (8 E W, a nonzero root) with multiplicities 
58 (other points 8K are certainly not in DI ). The 
number of terms will thus be increased (respectively 
decreased) by the number of pairs (8, a) such that 
8K + a = K with as = + 1 (respectively -1), 
or equivalently by the number of roots a such that 
K + a be an 8K with 5s = +1 (respectively -1). 
The number of such terms is determined in the 
appendix, where we prove the following result: 

E being any irreducible representation with highest 
weight L, and (p) the adjoint representation, the 
number of terms equivalent to E in the decom­
position of E (8) (p) into a direct sum, and there­
fore the number of linearly independent terms in 
(2) is 

l - q (7) 

where l is the rank of the group; q is the number of 
vanishing coefficients in the decomposition of L on 
the fundamental weights. 

Application to the Rank-2 Groups 

The representations are defined by the two in­
tegers "I and "2 which are the above-mentioned 
coefficients. One then finds two terms if "1"2 ~ 0 
and only one if "1"2 = 0 (the case "I = "2 = 0 is 
trivial). In particular, the lowest-order representa­
tions where two terms occur correspond to "I = 

"2 = 1 i.e. (8) for A 2, (16) for B2, and (64) for G2•
2 

m. EXPLICIT DETERMINATION OF A BASIS 

We now want to determine a set of vector opera­
tors M C

,,) providing a generating system in (2), i.e. 
such that the matrix elements of any vector operator 
M within an irreducible representation E be linear 
combinations of those of the MCP)'s, with coeffi­
cients depending only on M and on E. 

(-{II IMI -{l2) = L Ap(M, E)(-{li IMCP) I -{l2), (8) 

for -{II, -{l2 E E. 
Remark: Clearly such MCp),s provide a basis for 

the matrix elements of M between two equivalent 
irreducible representations EI and E2 , by just in­
serting in their matrix elements the isomorphism 
Q of E2 unto E I : 

(9) 

for -{II EEl, -{l2 E E2; EI ~~ E 2. 
On the other hand, we discard the matrix ele­

ments of M between two inequivalent irreducible 
representations (which of course can be ~O). 

We now closely follow Racah's method.s We 
note A(G) the Lie algebra of G, g its dimension, 

{X~} (0" = 1, ... g) a basis in A(G) satisfying 
[Xp, X~] = C;~T' X = a~X~ any element of A(G). 
In an irreducible representation of A(G), X~ goes 
to A~ and X to A = a~A~. In particular, in the ad­
joint representation, X~ goes to E~ = (C;"aP

) ajaa T
• 

In an irreducible representation, we may look for 
the MCp),s in the form of noncommutative poly­
nomials of the infinitesimal generators of the group: 

Lemma 1. The associative algebra a generated 
by the infinitesimal generators within an irreducible 
representation is the whole matrix algebra over the 
representation space. 

Proof: a is irreducible in the complex field. By 
Schur's lemma, its commutator algebra consists of 
the multiples of the unit matrix, whence the result 
follows. 11 

Of course we do not need all these polynomials, 
for clearly [Xp , X~] and C;~XT yield the same opera­
tor. The noncommutative polynomials of the X's, 
if one ignores the commutation relations in A(G), 
clearly build the tensor algebra over A(G) and we 
need the quotient algebra of g. By the ideal I 
generated by the (X p (8) X~ - X~ (8) X p - C;,XT)' 
We now prove 

Lemma 2. In each coset, there is exactly one com­
pletely symmetric tensor, and it has the lowest order 
in its coset. 

Proof: There is one means that every tensor in 9 
can be reduced to a symmetric one by use of the 
commutation relations: one symmetrizes the homo­
geneous terms of highest-order r; one is left with a 
symmetric part of order r (eventually zero) and 
terms containing commutators, therefore reducing to 
degree ~ r - 1. One then applies the same opera­
tion to the homogeneous parts of decreasing order, 
until one reaches r = 1 which is clearly symmetric. 
This procedure does not increase the order. There 
is but one means that there should be no completely 
symmetric tensor in I. If T is such a tensor, its 
highest-order homogeneous part To is invariant by 
complete symmetrization. But TEl means that 
To is of the form 

p. ~ 

and it vanishes by complete symmetrization; thus 
T = O. 

Therefore we can restrict ourselves to the sym­
metrized polynomial operators. To such an operator 

11 H. Weyl, Classical Groups (Princeton University Press, 
Princeton, New Jersey, 1946). 
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M(X) we can associate a polynomial M(a) on A(G) 
defined by substitution of aa to X" in M (X). This 
correspondence <I> is clearly one to one. We are now 
looking for vector operators M(X) = {Ma(X), u = 
1, ... g} • We call vector covariant of (p) 12 any set of 
polynomialsofthea's,M(a) = {Ma(a),u = 1,'" g), 
which transform according to (p). We prove 

Lemma 3. cp carries a vector operator into a vector 
covariant (and cp-l does the converse). 

nected by the Newton formulas11 which express the 
sums of the pth power of n variables in terms of 
their symmetric functions and conversely. This 
would be obvious for diagonalizable A's, the n 
variables Xi being taken as the eigenvalues of A. 
Then Tr A" = Li (xy, and the symmetric func­
tions are the coefficients of det (A - w). In the 
general case, we slightly modify the classical proof11 

of Newton's formulas. Let 

d(X) = det (1 - XA), and C = (1 - XA)-I. 
Proof. M(X) is a vector operator means 

[Xp, Ma(X)] = C;aM.(X) , (10) Then 

or dd/dX = d/(X) d(X) Tr A ·C; 

[Xp , X,.] aMa/aX,. = C;.M.(X), (11) but 

or C = 1 + XA + ... + (XAY' + ... , 
(C~,.X.) aMa/aX,. = C;"M.(X) , (12) d/(X) = d(X) 

where the first factor on the left is supposed to 
occupy the place of the suppressed X,. in the second 
one. If X" is now replaced everywhere by a", M ,,(X) 
goes to MaCa), and (12) goes to 

EpM,,(a) = C;.M.(a). (13) 

Therefore M(a) is a vector covariant. 
Conversely, if MaCa) satisfies (13), the sym­

metrized MaCX) satisfies (10). The method applies 
not only to scalar8

•
13 and vector operators, but also 

to any type of tensor operators. 
The problem is now to find the vector covariants 

of (p). If M,,(a) is one of them, and Y = b"X" E A(G), 
then N = b"M,,(a) is an invariant of (p), which 
depends on two vectors X and Y and is linear in Y. 
The correspondence between M ,,(a) and N is one 
to one. We are thus led to consider the vector in­
variants of (p). 

We already know the invariants depending on 
one vector.10

•
14 The group G being identified with 

one of its faithful irreducible representations, the 
adjoint representation (p) can be defined as repre­
senting x E G by the automorphism of A(G): 

A ---+ xAx- 1 for any A E A(G). 

This immediately yields the invariants 

(I) Tr A" (p positive integer), 

(II) det (A - w) identically with respect to w, 
and therefore all the coefficients of the various 
powers of w. The two types of invariants are con-

12 We use the word in a more restrictive sense than Weyl 
does,ll but no confusion can occur in this paper. 

13 G. Racah, Rend. Lincei. 8, 108 (1950). 
14 E. Cartan, These ( Gauthier-Villars, Paris, 1894). 

X [X Tr A2 + X2 Tr A 3 + ... + Xn Tr An+l ... ], 

which yields the desired formulas by identification 
of the formal series of X. (p) is known to have l 
algebraically independent invariants14 and Racah 
has shown that this method yields a basis for them.13 

Let Fe,,) (a) be such a basis. 
From these invariants, polarization Dba 11 gives 

invariants of two vectors linear in the second one: 

DbaFe")(a) = (b") aF("\a)/aa" , 

and derivation with respect to a yields a family of 
vector covariants 

(14) 

Remark: p = 1 in (I) and the term w .. - I in (II) 
both yield Tr A which is zero for any simple Lie 
group, for then (p) is irreducible and has no linear 
invariant. 

p = 2 in (I) yields the invariant quad­
ratic form a"a", from which we deduce the already­
known vector covariant M~l) (a) = a". 

It should be investigated whether or not polariza­
tion of one-vector invariants yields a basis for two­
vector invariants.15 We failed to prove it and shall 
admit this result, and in particular that (14) yields 
a basis for our vector covariants. 

IV. EXPLICIT FORM OF THE MCp)'S FOR THE 
CLASSICAL GROUPS A!, B l , C!, D! 

AI is the real (or unitary complex) unimodular 
group in n = l + 1 dimensions. dew) = det (A - w) 

16 For instance, in SU 2, XlY2 - X2Yl is an invariant of two 
vectors and is not obtained by polarization of any invariant 
of one vector. The same thing occurs for any skew invariant. 
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has degree 1 + 1 and yields I invariants, namely the 
coefficients of the powers of w from 0 to I-I = 
n - 2. One may take equivalently the Tr A" for 
p = 2, ... 1 + 1. We give here the result for the 
full linear group Gl(n). Transition to the unimodular 
group SI(n) can be made by suitable extraction of 
traces. If one uses the X;, represented by the A A 

. h 1 A ~ WIt at the place ~ and 0 everywhere else as a 
basis for A(G), and the coefficients a~ of A ~s cor­
responding coordinates, then from the Tr A" one 
obtains ' 

MCp)~ = SX;X: ... X; (p - 1 factors) 

p = 2, .,. 1 + 1, (15) 

where S means symmetrization with respect to the 
order of factors. 

In particular, for 1 = 2, we get Okubo's formula 
(A-S in reference 3), from which the mass formula 
can be deduced. 

III is the rotation group in n = 2I + 1 dimensions. 
As a basis in A(G), one may take the Xii repre­
sented by the Aji with +1 and -1 at the places 
ij and ji, and zero everywhere else. A = a' A. 
becomesA = !aiiAii with aii = _ai\ or A = -A T. 

~(w) = det (A - w) is an odd polynomial and the 
ffi . ' coe Clents of w, ... W

21
-

1 yield 1 invariants. One 
may equivalently take the Tr A 2" for p = 1 ... 1 
(T A 2p+l' b' ' r IS 0 vIOusly zero). 

From F C
,,) = Tr A 2", one gets 

Mt') = SXikXkl ... X,,; (2p - 1 factors), (16) 

(contractions over intermediate indices are to be 
taken with the conserved metric yii). 

1)1 is the rotation group in n = 21 dimensions and 
all that has been said for B can be repeated here, 
~xcep: that here, ~(w) is an even polynomial; the 
mvanant of degree 21, which may be taken as det A 
being the determinant of a 21-dimensional ske~ 
matrix, is a perfect square, and must be replaced by 
one of its square roots. 

QI is the symplectic group in n = 21 dimensions. 
~t le~ves the nondegenerate skew form (x, Hy) 
mvanant, where H = _HT det H = 1, H2 = -1. 
The elements A of A(C,) are defined by A TH + 
HA = 0, or HA symmetric. Then ~(w) = det 
(A - w) = det (HA - wH) = det [(HA)T - wHTJ = 
~(-w). ~ is an even polynomial and the coefficients 
of W

2
,,-2 (p = 1, ... l) yield 1 invariants. One may 

equivalently take the FCp) = Tr A 2
", (p = 1, ... 1). 

The Tr A" for q odd are zero, for 

Tr A Q = (-)Q Tr [H(HA)J" 

(-)" Tr [(HA)THTJ" 

= (-)"Tr [-(HA)HJ" = (-)"Tr A", 

by carrying the last H from right to left and using 
again H2 = -1. Therefore Tr A" = 0 for q odd. 

As a basis in A(C1), we may take the X: repre­
sented by the A~ = hikAH, where A ij has +1 at 
the places ij and ji and 0 everywhere else. From 
F Cp) = Tr A 2" we then get 

(17) 

(2p - 1 factors, p = 1, ... l). 

V. THE EXCEPTIONAL GROUP G2 

G2 has rank 2, therefore it has only two indepen­
dent invariants or vector covariants. If one considers 
it is a subgroup of 07 , one gets three such terms. We 
shall here derive directly the algebraic relation which 
reduces their number from 3 to 2. (See also ref­
erence 13). For that purpose we need the definition 
of G2 given in reference 2 in a slightly different form. 
The seven eight-dimensional 'Y matrices 'Y. (i = 
1, ... 7) are defined (up to an equivalence) by 

hi, 'YiJ+ = -2Yi; (gij is the metric of 07), (IS) 

and the matrix C by 

'Yi = -C'YiC-1
; 

C satisfies CT = C. 
C can be cast into the form 

C = (t Yi}C = 1 if g/j = Oi;) 

by choosing a basis formed by a spinor f/ such that 
'TITC'TI = 1, and by the seven spinors 'TIi = 'Yi'TI. The 
spin representation of 0 7 satisfies UTCU = C thus 
is a subgroup of the complex orthogonal gro~p Os. 
The 'Yi can be taken antihennitian, so that it is also 
a subgroup of real 0 8, The 'TIi provide a basis for the 
?rdin~ry representation of real 0 7, which leaves Yij 
lllvanant, and is a second subgroup of real 0 . G 
is the intersection of these two subgroups. T08 an; 
7 X ? matrix A E A(07) (A = !aiiAij with the 
notatIOns of Sec. IV), the spin representation asso­
ciates the S X S matrix B = _!aiiGjG where 
G.; = H'Y., 'YiJ corresponds to -Ai; in the repre­
sentation. B is entirely defined from A by 

[-Y\ BJ = akl'YI' (19) 

In the preceding basis, 'Y. has the form 

16 The minus sign comes from the one in Eq. (18). 
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o 0 1 0 

o 
-1 

o 
where the ±1 stand at the ith place in the corre­
sponding subrows. The condition that B belongs to 
A(G2) can be expressed by 

B=[O OJ, 
o B' 

where B' is a 7 X 7 matrix. Identification in (19) 
yields B' = A. If we identify the 7 X 7 matrix A 
with the 8 X 8 matrix 

[~ :1, 
the A E A(G2) can be defined by 

['/, A1 = all'YI' (20) 

Remark: Expressing the 'Y's in terms of the r's gives 

which expresses the fact that G2 leaves the trilinear 
totally skew form rmx'yizk invariant. 
Iteration of (20) yields 

(A'Y/'Y! = [ ... h\ A], .•• , AJ, (22) 

where (A")kl is the element kl of A P
, and with p 

factors A on the right hand side. It can be proved 
by complete induction that 

•• p 

(AP)WI'Y1 = L: C:C - )"A "'Y~AP-., (23) 
.-0 

(26) 

and 

(27) 

where 11. is the 8 X 8 unit matrix. (25) for p = 4 
is easily transformed by use of (26) and (27) into 

-3 tr A4 = Tr A2(A2 - (Tr A2)il) 

or 

(28) 

This allows us to keep only the invariants of order 
2 and 6, and, therefore, the vector covariants of 
order. 1 and 5. 

VI. CONCLUSION 

We have seen that for simple Lie groups, the 
matrix elements (Vtl IM.I Vt2) of a vector operator 
M. within an irreducible representation E are linear 
combination of those of a finite number of operators, 
with coefficients depending only on M. and E; the 
number of linearly independent terms is l - q, 
where l is the rank of the group and q is defined in 
Sec. II. 

We found l vector operators, in the form of poly­
nomials of the infinitesimal generators of the group, 
and admitted a step in the proof showing that they 
yield a generating system for the preceding decom­
position. (Of course only l - q of them are linearly 
independent in a given E). Further study of the 
vector invariants of the adjoint representation (p) 
of the group is needed to complete the proof. We 
conclude by noting that the method applies to any 
type of tensor operator, i.e. to any set of operators 
which transforms according to a tensor power of (p) • 

APPENDIX 
where C: = pl/q! (p - q)! 

Multiplying by 'Y .. and taking the trace, one gets We prove here the result stated in Sec. II. We need 
from (23), the following lemmas: 

(APt'" = -1 L: C:(-)QTr ('Y"'A"'Y"AP- Q
). 

Q 

Contraction with gmk gives 

(24) 
Lemma 1. For any particular a +, the sum in R 

can be split into 3 partial sums: 

R = Ro + Rb + ia + , 

Tr A P = -1 L: C:(-)"Tr (A·'YkAP-.'Y"). (25) where 

We now consider the two invariants Tr A 2 and Tr A". 
Multiplying (23) on the left by 'Yk and summing 

over k gives remarkable identities for p = 1 and 
p = 2, respectively: 

'Yl'Y.l A - 'YkA'Yk = akl'Yk'Yl = -4A, 

or 

{

RO E 11"" (11"" being the l - 1 plane orthogonal 
to a+ and a-), 

Rb is on the same side of 11"" as a+. 

Proof: There exists an (I - 1) plane U and an 
(I - 1) plane V such that 

(a) U entails no root and every > 0 root is on 
the same side of U as a + • 
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(b) V entails a + and a-but no other root. 
(c) V n U is contained in 7r a . 

As the defining equations for 7r, U and V, one can 
take 

U: hex) = Xl + EIX
2 + ... + El_IX

l = 0 (E/S> 0), 

V: ajx
j + Xh(x) = 0, with 

X = -(i(al + a2EI + ... + alEl-I)-I. 

There are <Xl 1-1 such families depending on the 
El, ••• , EI-l. Condition (a) can be satisfied by choos­
ing each E small enough with respect to the preceding 
one so that the sign of hex) be determined for any 
root by the sign of the first nonzero coordinate. 
Condition (c) is satisfied by construction and (b) 
can be too, for the only restriction imposed on the 
preceding V is that it contains a + (and a -). 

U and V divide the space into four regions: (a) 
and (b), which are on the same side of U as a +, 

(a) containing the perpendicular to U, and (c) and 
(d) which are on the other side, (c) containing the 
perpendicular to U. We note Rh , the sum of the roots 
contained in the region (h). Then 

R = !CRa + Rb + a+) Rb = -Rd, Ra = -Re. 

Ra + Rd is contained in 7r a, for the root diagram is 
invariant by 7r symmetry. Therefore, 

R = !CRa + Rd ) + Rb + !a + , 

whence lemma 1 follows with 

Ro = !CRa + Rd). 

Rb clearly has the required property. 

Lemma 2. R - !a + is orthogonal to a + if and 
only if there is an (l - 1) plane V containing a + and 
such that the set of positive roots ¢ a + be the set 
of roots on the one side of V (property (p). 

Proof: By lemma 1, R - !a+ = Ro + Rb • If 
R - !a+ lies in 7r a , Rb lies in 7ra too. But 7ra n (b) 
is contained in U, so Rb is in U. Now Rb is a sum of 
roots none of which is in U and which all are on the 
same side of U. Therefore there cannot be any root 
in (b), and Rb = o. 

The positive roots ¢a+ are those in (a) and (b). 
There is none in (b), so they lie in (a). As there is 
no root in (b), there is none in (d) either. So V has 
the required property. 

Conversely, if there is a V with property (P, 

invariance of the root diagram by 7r a symmetry 
(which leaves invariant the two sides of V) yields 
the result. 

R is dominant, therefore lies in D I • Lemmas 1 
and 2 then show that Dl is the domain which for 
each pair (a +, a -) is on the same side of 7r a as a +. 

We next prove: 

Lemma 3. 7r a effectively limits DI if and only if 
there is an (l - 1) plane with property (P. 

Proof: Let a+ be a positive root and u+ any vector 
in 7r a on the same side of some U than the positive 
roots. Let T be the plane orthogonal to u+. a + is in T. 
"7ra limits Dt" is equivalent to "there is some u+ 
which is on the + side of 7r p for every {:J+ ¢ a +", 
which is equivalent to "there is some T containing 
a + such that every {:J+ is on the u + side of T", whence 
lemma 3. 

We come back to our problem. Special cases occur 
when for some a and SEW SK + a = K. SK 
and K have the same length, therefore 

{ 
K - J +!a where J lies in 7r a , 

SK = J - la, 

and S must be symmetry with respect to 7r a, so 
Os = -1. 

It follows from the preceding lemmas that this 
can occur only for positive roots a +, the 7r'S of which 
effectively limit D I • It then occurs once for each 
root a + such that L = K - R be parallel to 7r a. 

Remembering that the relevant a's are in number 
l and that the l fundamental weights are parallel 
to the l combinations of l - 1 of their 7r'S, we come 
to the result stated in Sec. II. 
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